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ABSTRACT

Observations at the Owens Valley Radio Observatory at a frequency of 20 GHz give an upper limit on the anisotropy of the microwave background radiation of $\delta T / T < 1.7 \times 10^{-5}$ (95% confidence) for uncorrelated patches of sky that are uniform on a 2' scale. This limit is more than a factor of 2 lower than previous limits on comparable angular scales. For the more realistic case of fluctuations with a Gaussian autocorrelation function with coherence angle $\phi_c$, the corresponding upper limits are $9.4 \times 10^{-5}$ ($\phi_c = 12^\circ$), $1.9 \times 10^{-5}$ ($\phi_c = 2.6$), and $3.0 \times 10^{-4}$ ($\phi_c = 25^\circ$). These results place useful constraints on models of galaxy formation based on adiabatic or isocurvature fluctuations in baryonic matter, provided that any reionization of the intergalactic medium occurred at $z < 40$. Adiabatic models are ruled out with greater than 95% confidence, and isocurvature models with $\Omega < 0.8$ are inconsistent with our limits. Theories of galaxy formation that invoke non-baryonic matter, biased galaxy formation, or a significant fraction of ionized hydrogen at $z > 40$ predict levels of anisotropy a factor of 2 or 3 (and in extreme cases a factor of 10) below the present limit. In the case of nonstandard recombination our limits may provide useful constraints on possible reionization processes. The predictions of most popular containing theories of galaxy formation are within reach of the techniques used in this study.

Subject headings: cosmic background radiation — cosmology — galaxies: formation

1. INTRODUCTION

The origin and nature of the density fluctuations that produced the observed large-scale structure of the universe have been recognized as a fundamental problem since the early days of theoretical cosmology. The pioneering papers by LeMaitre (1927) on the "primaeval atom" and of Gamow (1935) on what is now called the "hot big bang" both devoted attention to this problem. The theory of the growth of density fluctuations in an expanding universe was first worked out by Lifshitz (1946). More recently, theoretical activity has been spurred by observations of the isotropy of the microwave background radiation (Partridge 1980a, b; Uson and Wilkinson 1984a, b, c; Davies et al. 1987), the discovery of superclusters and voids (Kirschner et al. 1981; Bahcall and Sonier 1982), and indications of large-scale streaming motions (Rubin et al. 1976; Aaronson et al. 1982, 1986; Bahcall 1987; Dressler et al. 1987).

Although several plausible scenarios for galaxy formation have been proposed over the years, ranging from strong perturbation scenarios invoking explosions or shock waves (Doroshkevich, Zel'dovich, and Novikov 1967; Rees 1972; Ostriker and Cowie 1981), to linear, weak perturbation scenarios (Zel'dovich 1967; Harrison 1970; Peebles and Yu 1970), there is no compelling theoretical reason to prefer one over another. As Zel'dovich has pointed out (1972), "No a priori preference can be given to small or big perturbation theories—the analysis of observations is the unique approach to the problem."

Observations of the microwave background radiation are important for a number of other reasons, as well:

1. The isotropy of the microwave background radiation, which demonstrates the large-scale homogeneity of the observable universe, is the principle justification for the acceptance of the Robertson-Walker metric and Friedmannian world models.

2. Any structure in the microwave background radiation on a scale larger than $\sim 3^\circ$ must reflect inhomogeneities at decoupling ($z \approx 1500$) and is therefore a probe of the universe at much earlier times than are accessible through direct observations of galaxies and quasars. This may also be true of the structure on smaller scales if there is no early reionization.

3. Fluctuations at decoupling must have derived from physical processes, possibly quantum fluctuations, that occurred in the very early universe. Thus the microwave background radiation is a direct link between the physical processes that gave rise to the fluctuations and the large-scale structure observed today. Indeed, limits on microwave background fluctuations have already proved to be a powerful discriminant between various inflationary scenarios (Hawking 1982; Starobinsky 1982; Guth and Pi 1982; Bardeen, Steinhardt, and Turner 1983).

4. If the intergalactic medium was reionized before $z \approx 40$, the ionized medium will have imposed its own structure on the microwave background radiation on angular scales less than 3'. Background fluctuations on small scales are then a useful fossil record of this important epoch.

Proposed theories of galaxy formation range from those based on adiabatic or entropy fluctuations both with and without nonbaryonic dark matter (Zel'dovich 1967; Peebles and Yu 1970; Wilson and Silk 1981; Vittorio and Silk 1984; Bond and Efstathiou 1987), through those that include early reionization (Hogan 1980; Efstathiou and Bond 1987; Peebles 1987a; Vishniac 1987) and biased theories of galaxy formation (Kaiser 1984a, b; Kaiser 1986), to theories based on explosive galaxy formation (Ikeuchi 1981; Ostriker and Cowie 1981; Ikeuchi, Tomisaka, and Ostriker 1983; Hogan 1984; Vishniac and Ostriker 1985). Cosmic strings have also been invoked as the primary agents of galaxy formation (Zel'dovich 1980; Brandenberger, Albrecht, and Turok 1986; Ostriker,
Thomson, and Witten 1986; Bertschinger and Watts 1988). Expected rms fluctuations in the background temperature range from 3 to 3000 $\mu$K. As yet there are no detailed predictions of the angular spectrum of fluctuations produced by strings, although recently some progress has been made on this problem (Ostriker and Thomson 1987; Scherrer 1987; Stebbins 1987; Bouchet, Bennett, and Stebbins 1988).

If intrinsic fluctuations are less than 3 $\mu$K, they will be exceedingly difficult to measure in the presence of nonthermal radiation from extragalactic radio sources and the Galaxy (below 30 GHz; Danese, De Zotti, and Mandolesi 1983; Franceschini et al. 1988), and thermal radiation from interstellar clouds (above 30 GHz). However, the most popular theories predict rms fluctuations between 15 and 100 $\mu$K on angular scales from $1^\circ$ to a few degrees, and it is therefore likely that significant progress can be made through observations of the angular spectrum of anisotropies in the microwave background radiation.

In 1982 we installed a sensitive K-band maser receiver, built by the Microwave Electronics Group of the Jet Propulsion Laboratory, on the 40 m telescope of the Owens Valley Radio Observatory (OVRO). The broad bandwidth (400 MHz), low noise temperature (26 K), and symmetric feed configuration (separation 7.15) of this receiver make it suitable for both intrinsic anisotropy observations and for observations of the Sunyaev-Zel'dovich effect in clusters of galaxies. Although atmospheric water vapor fluctuations are a major source of systematic error at centimeter and millimeter wavelengths, the precipitable water above the OVRO is less than 3 mm $\sim$ 20% of the time from November through March. This cold, arid winter climate makes the OVRO a good site for microwave background observations, and during cold dry periods observations are often limited primarily by the thermal noise of the receiver.

In this paper we report the results of our first five observing epochs. The sensitivity achieved, near 1 part in $10^5$, enables us to constrain important cosmological parameters in the context of specific models. We show that a factor of 3 improvement in sensitivity should be possible with this approach in the future, placing almost all theories of galaxy formation within reach.

II. ANTENNA AND RECEIVER

The observations were made on the OVRO 40 m altazimuth telescope. Great care was taken to ensure that the sensitivity of the system was limited only by thermal receiver noise or the atmosphere. This section and the next describe, respectively, how the receiver and the observing strategy were tailored to reduce both systematic and random sources of extraneous noise. Table 1 in § IIIa summarizes the steps that were taken and lists some instrumental problems not mentioned elsewhere that were solved along the way.

Telescope pointing was adjusted at least once every 2 hr by observing a nearby unresolved source. From the size of the required adjustments we estimate the rms pointing error to be 12". Telescope focus was adjusted automatically as a function of zenith angle, but was checked periodically by the observer.

The maser receiver used in these observations was based on a design by Moore and Clauss (1979, see also Moore 1980), and has an instantaneous bandwidth of 400 MHz at a center frequency of 20.0 GHz. Figure 1 shows the essential components of the receiver: corrugated scalar feeds (A and B) 3.8 cm apart and symmetric about the telescope axis, which look at areas 7.15 apart on the sky (1 and 2); a Dicke switch at 10.2 K operating at 10 Hz; the maser itself, with gain $G$ and equivalent noise temperature $T_{\text{m}}$; a second 10 Hz switch, synchronous with the first; two amplifiers with adjustable gains $g_A$ and $g_B$; and a square law detector that is sampled and digitized at 2 Hz. Dicke-switch transients, which persist for up to 4 ms, are blanked out.

The beam pattern was measured by scanning across 3C 84 in zenith angle and azimuth, over a range of zenith angles from 14° to 69°. The scans were divided into several groups according to zenith angle, and a beam map was produced for each group. While these maps were not identical, the differences were of the same order of magnitude as the level of systematic error in the measurements, judged by the strength of features that were clearly artifacts of the scanning procedure. Accordingly, we added all scans together to achieve the best possible signal-to-noise ratio. The resulting average beam, which should accurately represent the true beam at the pole for all but the lowest contour levels, is shown in Figure 2. As we show in § VIIIc, the results of this work are quite insensitive to the detailed beam shape at low levels.

A two-dimensional Gaussian fit to the average of the two beams has FWHM of 108° $\pm$ 1°. The symmetry of the beams ensures cancellation of many possible sources of systematic error such as ground spillover or solar radiation in distant sidelobes. The main beam solid angle measured from this map is $3.2 \pm 0.1 \times 10^{-5}$ sr. The beam and aperture efficiencies, determined from observations of six nonvarying, unresolved objects and the planet Mars, are 0.47 $\pm$ 0.02 and 0.27 $\pm$ 0.01, respectively.

An important feature in the calibration of the observations is that the same noise diode was used in both the determination

---

**Figure 1.** Block diagram of the OVRO K-band maser receiver. Two feeds, A and B, symmetrical about the radio axis, look at sky areas 1 and 2 separated by 7.15°. The input to the maser (with gain $G$) is switched between the two feeds at 10 Hz by a cooled switch. The maser output is switched synchronously to amplifiers with adjustable gains $g_A$ and $g_B$. The output of the radiometer is the power difference between the two sides, and is sampled every 0.5 s. A noise tube is used to calibrate the measurements.
of the beam efficiency and in the calibration of the temperature scale. Any error in the estimated temperature of the noise diode cancels out when the measured temperature differences are divided by the beam efficiency to yield a sky temperature. Thus the only systematic errors in the calibration of our temperature scale arise from the measurement of the beam solid angle and from any variations in the noise diode which last for a significant fraction of the observing epoch.

The total noise temperature of the system at the zenith is typically 40–45 K in good weather, of which 26 K is from the receiver itself, 2.8 K from the microwave background, 4–11 K from the atmosphere, and the rest (presumably) from ground pickup. This gives a thermal noise limit on the sky, corrected for beam efficiency, of 9 mKs$^{1/2}$ for a bandwidth of 400 MHz. The above temperatures were determined from measurements with ambient and 77 K absorbers filling the beams. The noise source used to calibrate the observations was changed several times during the course of the observations reported in this paper. Its temperature was determined initially and then checked regularly either by observations of unresolved sources.
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(using the flux density scale of Baars et al. 1977) or as part of the absolute calibration just described.

Unwanted emission from the ground and the atmosphere, with equivalent noise temperatures \( T_{\text{end}} \) and \( T_{\text{atm}} \), enters the feeds along with the interesting radiation \( T_{\text{sky}} \). The feeds, wavelengths, and Dicke switch are imperfect, and have losses \( l_A \) and \( l_B \) in the two arms distributed over components at physical temperatures \( \Theta_A \) and \( \Theta_B \) ranging from 4 K to 300 K. The excess noise contributed by these losses can be found by integrating along the two arms:

\[
\Delta P = G (g_A (1 - l_A) T_{\text{sky}} - g_B (1 - l_B) T_{\text{sky}}) + G (g_A (1 - l_A) T_{\text{atm1}} + T_{\text{atm2}} - g_B (1 - l_B) T_{\text{atm2}} + T_{\text{atm3}}) + G (g_A (1 - l_A) T_{\text{maser}} - g_B (1 - l_B) T_{\text{maser}}),
\]

where \( G \) is the maser gain, \( T_{\text{maser}} \) is the equivalent noise temperature of the maser, and \( T_{\text{inject}} \) will be described shortly. Only the first term is astronomically interesting. In an ideal receiver, all other noise sources would be balanced in the two channels, and would cancel out one for one. Specifically, we would like to have (1) \( T_{\text{atm1}} = T_{\text{atm2}} \); (2) \( T_{\text{atm3}} = T_{\text{atm4}} \); (3) \( \Theta_A d_A = \Theta_B d_B \); (4) \( l_A = l_B \); and (5) \( g_A = g_B \). We will discuss these in turn.

The instantaneous structure of the atmosphere is complicated, and for short integration times the atmospheric terms in equation (1) dominate. However, averaged over a sufficiently long time, \( T_{\text{atm}} \) will be function of zenith angle only. Accordingly, for observations at constant zenith angle, \( \langle T_{\text{atm1}} \rangle \approx \langle T_{\text{atm2}} \rangle \), where the brackets denote time averages. (The residual effects of atmospheric fluctuations on the data will be discussed in §V.)

Ground pickup and atmospheric effects vary much less with azimuth than with zenith angle, and variations in \( T_{\text{atm}} \) and \( T_{\text{end}} \) are minimized by moving the telescope as little as possible, particularly in zenith angle. The only part of the sky that can be observed for a long time at almost constant zenith angle is the area near the celestial pole. With an altazimuth mounting, the pole can be observed continuously with only small motions in azimuth as well. Thus, by observing near the pole we come as close as possible to satisfying conditions (1) and (2) above.

The construction of the receiver makes significant differences between \( \Theta_A \) and \( \Theta_B \) unlikely. Unfortunately, we have no control over the distribution of losses along the two arms, so \( \Theta_A = \Theta_B \) does not imply (3) above. In fact, the power measured in the two feeds differs by \( \sim 4 \) K, independent of the absolute power level (e.g., changes in sky temperature). Gain differences in the two horns, for example, would not produce such an effect. This is direct evidence that (3) above does not hold. Therefore, no settings of \( g_A \) and \( g_B \) can make the last three terms in equation (1) vanish for all values of \( T_{\text{sky}}, T_{\text{atm}}, T_{\text{end}}, \Theta, \) and \( T_{\text{maser}} \).

Although we cannot adjust the losses in the two arms, we can inject excess noise \( \sim 4 \) K in one arm to balance the noise contributions of the losses. In practice, we set \( g_A = g_B \), and then adjust \( T_{\text{inject}} \) for \( \Delta P = 0 \). The uncompensated difference in attenuation due to \( l_A \neq l_B \) results in incomplete cancellation of atmospheric and ground noise, but the third and fourth terms in equation (1) are eliminated.

We have found that the value of \( T_{\text{inject}} \) that gives \( \Delta P = 0 \) varies diurnally by \( 0.1-0.4 \) K. For observations taken as described in § III, this may in the worst case introduce systematic errors of \( \sim 10 \mu \text{K} \). While it is clear that in the long run this source of noise must be eliminated, it is too small to affect the observations reported here.

Observing near the NCP, setting the gains equal, and balancing the noise in the premaser components considerably reduce the extent to which instrumental or environmental fluctuations mimic actual temperature differences on the sky. In addition, the 10 Hz switch is faster than most atmospheric fluctuations. Nevertheless, it is not hard to imagine ways in which \( \Delta P \) could be shifted systematically away from zero for long periods. This problem and its solution are discussed in § IIIa.

III. OBSERVATIONS

a) Strategy

The goal of microwave background isotropy measurements is to detect temperature differences several million times smaller than the equivalent noise temperatures of the equipment used. Even in ideal (thermal noise–limited) conditions, a system with a bandwidth of 400 MHz would require days of integration to reach this level. It is conceivable that for short periods the last three terms of equation (1) could be reduced to the required level using the techniques of § II, but it is inconceivable that this could be done for periods as long as a few days.

The standard solution to this problem is to observe the field being measured for an equal time through both feeds, as shown in Figure 3. We measure

\[
P = \frac{1}{\tau} \int_0^\tau \Delta P dt - \frac{1}{\tau} \int_0^{2r+s_1} \Delta P' dt - \frac{1}{\tau} \int_{2r+s_1}^{3r+s_1+s_2} \Delta P' dt + \frac{1}{\tau} \int_{3r+s_1+s_2}^{4r+s_1+s_2} \Delta P dt.
\]

With this switching scheme, all instrumental terms that are constant or vary linearly with time, and all “sky” terms that are constant or vary linearly with position, cancel out if the telescope move times are equal (\( s_1 = s_2 \)).

Instrumental terms quadratic in time survive, but are minimized by choosing \( \tau \) small; however, since move times \( s_1 \) and \( s_2 \) are fixed, observing efficiency favors large \( \tau \). Most data reported in this paper were taken with \( \tau = 20 \) s, which provides over 70% observing efficiency and no noticeable increase in noise over \( \tau = 10 \) s. The telescope control program does not guarantee that \( s_1 = s_2 \), but move times measured under operating conditions were equal within measurement errors of \( \sim 5\% \).

The combination of Dicke switching between the feeds and antenna switching between sky areas is often called “double switching,” and has been used successfully for many observations (e.g., Lake and Partridge 1980; Birkinshaw, Gull, and Hardebeck 1984; Uson and Wilkinson 1984a, b). Except for atmospheric fluctuations, the largest nonlinear effects that we have thought of would cause errors less than \( 10^{-5} \) K even if they persisted for hours.

The temporal and spatial behavior of the atmosphere does have higher order terms that are not removed by double switching. As will be seen in § VI, in the best weather the atmosphere introduces no systematic error, but the total noise
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trum of microwave background fluctuations. We show in the Appendix that for Gaussian fluctuations, and including the likely effects of systematic errors in the observations, 10–15 fields is best. We chose 12 fields at \( \alpha = 1^h 30^m \ldots 23^h, \delta = 89^\circ \) (epoch 1985.0), hereafter referred to as NCP 1 through NCP 23. As a check of systematic errors, we initially observed four fields at both upper and lower culmination, and four fields at upper culmination only. Each field was observed for 2 hr centered on transit. The 24 hr sequence consisted of fields NCP 1–NCP 15 at upper culmination, then NCP 5–NCP 11 at lower culmination. Only results for these eight fields are given in this paper, since the number of observations on the remaining four fields is small.

Reference fields R1 and R2 are always at the same zenith angle as M. When a field M is tracked, the sky positions of R1 and R2 change continuously. After 2 hr, the reference fields have become 30\(^\circ\) arc, as shown in Figure 4. These reference arcs are labeled “A1” and “A2” to distinguish them from the simple reference fields R1 and R2 for short observations. Table 2 gives the coordinates of all fields.

The observing cycle shown in Figure 3 usually consists of four 20 s integrations (some early data used 40 s integrations). Since the radiometer sampling time is 0.5 s, each cycle consists of 160 samples. The mean and standard deviation of the samples are recorded. Measurements of the calibrated noise tube every 10 cycles, along with the known beam efficiencies, provide the conversion from power (eq. [1]) to temperature on the sky. Following this conversion, we have for the ith cycle a temperature difference \( \Delta T_i = T_M - \frac{1}{2} (T_{R1} + T_{R2}) \).

In the analysis to follow error estimates are based on the scatter in the measurements. This will be discussed fully in § IV.

**c) Dates of Observations**

We have undertaken five major series of observations, as shown in Table 3.

**TABLE 1**

<table>
<thead>
<tr>
<th>Noise Source</th>
<th>Size</th>
<th>Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atmosphere: different ( T_{\text{rms}} ) in two beams</td>
<td>0.1–5 K</td>
<td>Minimize length of track by observing near NCP at upper and lower culmination Double switch Discard data for which there were clouds within 2 hr Discard data for which ( \langle T_{\text{rms}} \rangle &gt; 11 \text{ K air mass}^{-1} ), and ( T_{\text{mean,max}} &gt; 0.4 \text{ K air mass}^{-1} ) Discard data for which ( \Delta T_i &gt; 2 \times \text{thermal limit} )</td>
</tr>
<tr>
<td>Differential ground spillover</td>
<td>( \sim 0.1 ) K</td>
<td>Minimize length of track by observing near NCP at upper and lower culmination Double switch Dickey switch at 10 Hz Set ( g_A = g_B ) to better than 0.05% Inject noise to balance two channels Install large ballast tank in JT return line Stop cycling</td>
</tr>
<tr>
<td>Receiver: Changes in maser gain and noise</td>
<td>0.1–1 K</td>
<td>Double switch</td>
</tr>
<tr>
<td>Fluctuations in JT return pressure</td>
<td>( \sim 0.5 ) mK</td>
<td>Install large ballast tank in JT return line</td>
</tr>
<tr>
<td>Cycling of compressor fans</td>
<td>( \sim 20 ) mK</td>
<td>Stop cycling</td>
</tr>
<tr>
<td>Interference (RF pickup on IF cables between telescope and control building)</td>
<td>( \sim 2 ) mK</td>
<td>Convert to digital output at telescope</td>
</tr>
<tr>
<td>Other</td>
<td>&lt;50 ( \mu )K</td>
<td></td>
</tr>
</tbody>
</table>
IV. DATA EDITING AND REDUCTION

Bad weather and certain kinds of equipment malfunction produce corrupted data for which there is no statistical remedy. Other instrumental problems produce occasional glitches that can be handled by automatic procedures. In this section we describe how bad data of both types are removed, and how good data are combined.

In general, neither major equipment failures nor bad weather is hard to recognize, but the atmospheric requirements for microwave background anisotropy work at 20 GHz are unusually stringent. It is often not possible to tell by looking at the sky whether conditions are good or bad. Before we turn to the criteria used to reject data, we describe an instrument available for some of the observations that provided an objective measure of atmospheric conditions.

a) The Water Vapor Radiometer

During the Jan85, Nov85, and Dec85 sessions a water vapor radiometer at the observatory measured atmospheric emission from sky dips through the north celestial pole about once every 15 minutes. Figure 5 shows the strong correlation between sky temperature at 20.7 GHz and data quality. The transition from good to bad data was not sharp, and typically occurred somewhere between 8 and 14 K per air mass. Although the correlation between sky temperature and fractional cloud cover was also strong, there were many clear periods during which the sky temperature was high and the data were poor. More surprising to us was the fact that good data were sometimes obtained even when the sky temperature was high. It turned out that when this occurred, the scatter in successive sky temperature measurements was always low, indicating that the atmosphere was uniformly stratified. It is clear that the water vapor radiometer provides an objective, independent check of the data quality, and increases the efficiency of the observations.

b) Preliminary Editing

Two hour (i.e., single-field) blocks of data were rejected according to four criteria, none of which can bias the results. Specifically, data were rejected if:
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1. There was an equipment failure, or any receiver adjustments were set to nonstandard values.

2. The weather was bad. If water vapor radiometer measurements were available, data were rejected if the sky temperature exceeded 11 K per air mass and the scatter in successive measurements exceeded 0.4 K per air mass. If WVR measurements were not available, data were rejected if there were clouds anywhere except low in the west over the Sierra Nevada within 2 hr of the observations. On dark nights thin clouds cannot be seen, so all data taken at night were rejected if clouds were visible at sunset or sunrise.

3. The rms scatter in a 2 hr block of data indicated a noise level greater than 16 mK s^{1/2}. This is twice the thermal noise level under the absolute best conditions when T_{\text{sn}} = 40 K at the pole, and ~1.8 times the thermal noise level under typical very good conditions. Two hour blocks contained up to 66 successive observations of a single field. Since the rms value can be perturbed seriously by widely discrepant measurements, any measurement more than 3 times the rms distance from the mean was excluded, and the mean and scatter recalculated, to convergence. (If the scatter with rejection was below twice the thermal value, however, all data in the block were kept for analysis by the procedure of § IVc.) There was rarely an obvious cause of bad data rejected by this criterion. Nevertheless, such a noise level is a sure sign of trouble. We emphasize that this criterion applies to the scatter of the measurements in a 2 hr block of data, not to the deviation of the 2 hr mean from the mean of all data for a given field. By this criterion, therefore, we do not excise outlying points in the overall distribution for a given field, rather we eliminate all data taken when the scatter is large. If the excess noise is random, the only effect of this rejection will be to reduce the total integration time. If, as is much more likely, the excess noise is not random (e.g., noise from persistent structures in the atmosphere), this rejection protects the final data set against the introduction of measurements with systematic errors large compared to the final estimated error in the mean for a given field (~30 μK), but small compared to the width of the distribution of all measurements (9 mK s^{1/2} × [160 s]^{−1/2} ≈ 700 μK). In the best weather almost no data were rejected by this criterion; however, when the water vapor radiometer was not working this criterion was our only protection against the condition described above of clear skies but large atmospheric fluctuations.

4. The number of data points in 2 hr was less than one-third the expected number, and no cause harmless to data quality could be determined.

One 40 minute period of data was rejected because the mean value was more than 3 σ away from the average of all the data for this field.

c) Final Editing and Data Reduction

The editing method just described easily removes data ruined by causes that persist for more than 30 minutes or so, but would be tedious to use for the removal of isolated bad points. In the best weather when the receiver appears to be working perfectly, the measured values of ΔT can have a Gaussian distribution with width near the thermal noise limit, and the values of σ_i are all about the same. In merely good weather the distribution remains Gaussian, but the width increases consistent with the increase in the values of σ_i. The automatic procedure described below rejects individual values of ΔT_i or σ_i that are inconsistent with the underlying Gaussian distribution.

Let ΔT_i and σ_i, i = 1, ..., N be the calibrated mean values and their standard deviations for a given field. Suppose that these ΔT_i measurements were made in j 2 hr blocks. (During a complete observing day there would be two blocks each for fields 5–11, and one each for fields 1, 3, 13, and 15.) Let n_j be the number of measurements in the jth block (note that n_j ≤ 66). Then N = Σ_j n_j. We calculate the weighted mean of the jth 2 hr block of data

\[ B_j = \frac{\sum_{i=1}^{n_j} \sigma_i^{-2} \Delta T_i}{\sum_{i=1}^{n_j} \sigma_i^{-2}} , \]

and a measure of the scatter about the mean

\[ \sigma_j^2 = \frac{\sum_{i=1}^{n_j} \sigma_i^{-2} (\Delta T_i - B_j)^2}{\sum_{i=1}^{n_j} \sigma_i^{-2}} , \]

where J is the set of all i in the jth block. Note that if all the σ_i are the same, and are accurate measures of the errors in the ΔT_i, then σ_j will be equal to σ_i. Systematic errors in the ΔT_i not reflected in σ_i will give σ_j > σ_i.

We assign a weight to each ΔT_i given by

\[ w_i = (\sigma_i^2 + \sigma_j^2)^{-1} . \]

Since σ_i is a measure of the scatter in 0.5 s integrations, and σ_j is a measure of the scatter in 80 s integrations, both short- and medium-term fluctuations are represented in the weight. We calculate the weighted mean temperature

\[ \overline{\Delta T} = \frac{\sum_{i=1}^{N} w_i \Delta T_i}{\sum_{i=1}^{N} w_i} , \]  

(4a)

the estimated variance of the mean

\[ \sigma^2 = \frac{1}{N-1} \sum_{i=1}^{N} w_i (\Delta T_i - \overline{\Delta T})^2 , \]

(4b)

the rms average of all σ_i

\[ \sigma^* = \left( \frac{1}{N} \sum_{i=1}^{N} \sigma_i^2 \right)^{1/2} , \]
and the rms average of the $\sigma_i$ for each 2 hr block

$$\sigma_j^\ast = \left( \frac{1}{n_j} \sum \sigma_i^2 \right)^{1/2}.$$

The $i$th measurement is rejected if $|\Delta T_i - \bar{\Delta T}| \geq q \sigma_i$ or $\sigma_i \geq 2\sigma^\ast$, where $q$ is a constant whose initial value is arbitrarily chosen to be 4.0. The first criterion eliminates measurements whose deviations from the mean are too large to be statistically plausible based on the scatter in the 160 constituent 0.5 s samples. The second eliminates measurements with extremely large scatter in the 160 samples. The factor of 2 in this criterion is justified by the distribution of $\sigma_i/\sigma^\ast$ in Figure 6, which shows that any value near 2 would distinguish normal from discrepant values.

Similarly, the $j$th block of data is rejected if $|B_j - \bar{B}| \geq q \sigma_j(n_j - 1)^{-1/2}$ or $\sigma_j \geq 2\sigma^\ast$. Once again, the first criterion eliminates blocks of data with a mean implausibly far from the overall mean, based on the scatter in the $n_j$ 80 s values. The second eliminates blocks of data whose 80 s values have large scatter in their constituent samples.

The above procedure is repeated to convergence, with deleted measurements or blocks added back in as necessary, for $q = 4.0, 3.9, \ldots, 2.7$. About 5% of the measurements are rejected when $q = 4.0$, and $\sim 10\%$ when $q = 3.0$. A common cause of individual measurements rejected by this procedure is loss of LO phase lock. All results reported in this paper are for $q = 3$. This choice is based on the following consideration. There are on average 2000 measurements per field in our final data set. If the $\sigma_i$ were the true errors, we would expect about five measurements per field to be rejected erroneously with $q = 3$. In fact, the $\sigma_i$ typically underestimate the true errors by $\sim 30\%$ (see § V), so we expect $\sim 40$ measurements per field to be rejected erroneously. This will cause a slight reduction in the variance of the final data set, but it cannot introduce a bias. The other 160 or so measurements per field that are rejected with $q = 3$, however, cannot be drawn from the underlying Gaussian distribution of the good data, and could easily introduce a bias.

The catalog of causes of bad data is, without elaboration: bad weather; refrigerator failure; compressor failure; compressor fan cycling; pressure variations in the refrigerator JT return line; temperature oscillations of the 4 K stage; loss of LO phase lock; and high voltage relay glitches. We believe that bad data produced by any of these have been recognized and deleted. The important question of whether there are unidentified sources of systematic error will be addressed next.

V. TESTS OF DATA QUALITY

The greatest danger in measurements such as these is persistent systematic effects with a nonzero mean. Such effects may be difficult to detect, since deviations from zero of even $T_m \times 10^{-6}$ are intolerable, yet only the data can reveal them. In this section we discuss the answers to four questions: (1) Are the $\Delta T_i$ normally distributed? (2) What are the time scales for systematic errors? (3) Is there a diurnal component in $\Delta T_i$? (4) Is the mean value of all measurements for all fields zero?

As will be discussed in § VI, the observations of NCP 7 are corrupted by a weak radio source in the wings of the beam, and must be excluded from some of the tests of this section.

Figure 7 shows the distribution of accepted measurements (~2 days total integration time) for one of the fields for two values of $q$, the rejection parameter from § IVc. The plotted
curves are Gaussians with the same variance as the measurements. Specifically, \( \sigma_{\text{dist}} = \Sigma w_i (\Delta T_i - \Delta \bar{T})^2 / \Sigma w_i \) is 1.38 mK for \( q = 4.0 \), and 1.22 mK for \( q = 3.0 \). A measurement \( \Delta T_i \pm \sigma_i \) is rejected if \( |\Delta T_i - \Delta \bar{T}| \geq q \sigma_i \). (Blocks of data far from the mean compared to their internal scatter are similarly rejected.) However, this truncation does not lead to sharp edges in the distribution of \( \sigma_i \) shown in Figure 6. We find that \( \sigma_{\text{dist}} \) can be up to 10% larger than the dispersion for 2 hr blocks of data, and up to 50% (typically 30%) larger than the dispersion for 80 s of data. From this it is clear that fluctuations on time scales longer than 80 s have a significant effect on the width of the distribution, and therefore that \( \sigma_i \) underestimates the true errors. The fair agreement between \( \sigma_{\text{dist}} \) and the dispersion for 2 hr blocks of data shows that there are no dominating fluctuations on time scales longer than 2 hr, a conclusion supported also by Figure 8. The distributions are sufficiently Gaussian that the procedure of § IVc is reasonable. The question of systematic biases from long-term fluctuations must be answered by other tests given below.

Figure 8 shows the relationship between integration time \( t \) and variance \( \sigma^2 \). The value of \( t \sigma^2 \) rises from the typical thermal limit on time scales less than a few minutes to \((1.2)^2 \) times this limit on a time scale of tens of minutes, and then remains at this level for integration times up to 17 days. This shows that there are systematic errors, which we attribute to the atmosphere, with characteristic time scales of minutes to hours, but that no longer term systematic effects are seen in our data.

Figure 9 shows the mean temperature and error as a function of time of day. This is the best way to detect systematic errors caused by the Sun. No systematic deviations from zero are seen, although the scatter in the measurements is larger during the day than at night, and, as a result, more measurements have been rejected by our editing procedures.

Figure 10 shows the mean temperature and error as a function of observing session. This is the best way to detect low-level systematic errors that persist for weeks. The expected
mean for many fields in differential measurements is zero. Primarily because of the low mean for Dec85, the probability of such a set of five values from Gaussian distributions is 10%. Despite a concerted effort to uncover sources of systematic error that could produce offsets of tens of microkelvins, none has been found. The Dec85 mean value is not so low as to be manifestly due to bad data, yet it remains the most serious strain in our claim that no significant systematic errors bias the data. The results from several more observing sessions should clarify this situation. When run on the combined data from all fields except NCP 7, the procedure of § IVc gives \( \Delta T = -11 \pm 10 \mu K \), not inconsistent with zero. It should be noted that an instrumental bias is unlikely to cancel a real temperature difference in the microwave background radiation, so that the upper limits derived below are likely to overestimate the limit on the true sky noise.

VI. RESULTS

Table 4 and Figure 11 give the results of the OVRO measurements. These are thermodynamic temperature differences on the sky, including a 4% correction for atmospheric absorption and a 1% correction for the difference between \( \frac{\partial I_{\text{Rayleigh-Jeans}}}{\partial T} \) and \( \frac{\partial I_{\text{Planck}}}{\partial T} \) at \( T = 2.78 \) K. The most obvious feature is the 8 \( \sigma \) mean in field NCP 7. No measurement of any other field in any session has such a significant nonzero value. We believe that the only reasonable interpretation is that there is a real temperature difference on the sky near this field.

<table>
<thead>
<tr>
<th>Field</th>
<th>( \Delta T \pm \sigma (\mu K) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCP 1</td>
<td>-64 ( \pm ) 35</td>
</tr>
<tr>
<td>NCP 3</td>
<td>20 ( \pm ) 34</td>
</tr>
<tr>
<td>NCP 5</td>
<td>-29 ( \pm ) 27</td>
</tr>
<tr>
<td>NCP 7</td>
<td>217 ( \pm ) 28</td>
</tr>
<tr>
<td>NCP 9</td>
<td>34 ( \pm ) 26</td>
</tr>
<tr>
<td>NCP 11</td>
<td>-23 ( \pm ) 26</td>
</tr>
<tr>
<td>NCP 13</td>
<td>-20 ( \pm ) 32</td>
</tr>
<tr>
<td>NCP 15</td>
<td>-36 ( \pm ) 39</td>
</tr>
</tbody>
</table>

VII. EXTRANEOUS SOURCES OF ANISOTROPY

We have discussed at some length the procedures used to control systematic errors arising from receiver or atmospheric noise and believe that no such errors remain in the edited data at a level of a few tens of microkelvins. Discrete radio sources, the Sunyaev-Zel'dovich decrement due to hot gas in galaxy clusters, galactic synchrotron emission, and interstellar dust are possible sources of anisotropy contributing to the measurements in Table 4. For even a modest number of fields, discrete sources or clusters are unlikely to cancel fluctuations in the microwave background. Thus anisotropy estimates based on data uncorrected for such sources are likely to overestimate the anisotropy of the microwave background itself.

The total anisotropy produced by clusters through the Sunyaev-Zel'dovich effect depends on the redshift at which
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Fig. 11.—Results of the OVRO measurements for fields NCP 1–NCP 15 after data editing as described in § IV. The result for NCP 7 deviates significantly from zero, because of a confusing source (PT 58, see § VII). The remaining seven fields are consistent with zero.

© American Astronomical Society • Provided by the NASA Astrophysics Data System
clusters formed. Since this is not known, no a priori estimates can be made. Instead, limits on the anisotropy of the microwave background provide useful constraints on the redshift at which clusters formed (Sunyaev 1977, 1978; Rephaeli 1981).

The effects of discrete sources could be subtracted, using the beam map in Figure 4a, if their flux densities during the microwave background observations were known; however, for weak sources accurate flux densities require long integrations. Given that at 20 GHz we expect many sources to be variable, such long integrations would have to be repeated at every observing epoch, and flux density observations could easily dominate the observing program. Moreover, at flux levels where the density of sources on the sky is greater than about one source per 10 beam areas, a different telescope with higher resolution must be used. Based on source-count estimates of Danese, De Zotti, and Mandolesi (1983) and Franceschini et al. (1989) the sensitivity limit for the 40 m telescope set by discrete sources will be in the range 15–45 μK. It remains to be seen whether the limit set by clusters is even higher.

The 8σ detection in NCP 7 is far from the confusion limit and is well above previous upper limits on microwave background anisotropy. It is due to source 58 in the 4.85 GHz Pauliny-Toth et al. (1978) survey of the north celestial pole. Table 5 gives all sources in this survey within 10° of any field in Table 2, along with 20 GHz flux densities measured at OVRO. In the beam map in Figure 4a PT 58 appears at the 3% level for upper culmination observations and the 6% level for lower culmination observations. Thus for the range of measured flux densities in Table 5, PT 58 should produce temperatures in NCP 7 of 130–380 μK—just what has been found. Indeed, it became clear early in the course of these observations that there was a variable source in field NCP 7; however, since a significant positive result provided reassurance that the system was working correctly, we continued to observe the field. Therefore NCP 7, the only field that was suspect on the basis of these observations alone, has been excluded from the analysis that follows.

The only other source in the Pauliny-Toth sample that affects our data is PT 82, 1.4° from the center of NCP 9A2. From the 20 GHz flux densities in Table 5 and the beam map we would expect a −28 to −49 μK shift in NCP 9. The results on this field show no such effect. However, when the data for NCP 9 are divided according to parallactic angle, we measure −53 ± 36 μK at parallactic angles for which the reference beam covers PT 82, and 78 ± 30 μK at angles for which PT 82 does not affect the measurements. From this we deduced that a source too weak to appear in the Pauliny-Toth catalog lay near the main field of NCP 9. A map of this region at 5 GHz, made for us by P. Crane with the VLA, does indeed show a small-separation double ~75° from NCP 9. A source at this level with a spectral index of −0.75 ± 0.15 (see, e.g., Donnelly, Partridge, and Windhorst 1987) would raise the temperature of NCP 9 by 90 ± 20 μK. Our direct 20 GHz measurements of PT 82 show that it is variable, so we cannot correct the NCP 9 data for it. If we take the 78 ± 30 μK value for parallactic angles at which PT 82 does not affect the data, and apply a 90 ± 20 μK correction for the double (which is unlikely to be a variable source), we obtain −12 ± 36 μK for NCP 9.

While the Pauliny-Toth et al. survey has helped to focus our attention on the problems of discrete sources, correcting for such sources requires observations down to 1 mJy, much below the Pauliny-Toth et al. cutoff at 14 mJy. At present such correction, based on the VLA image, is possible only for NCP 9. Using −12 ± 36 μK in place of the value in Table 4 gives a limit ~6% lower than that derived in § VIII. If NCP 9 were excluded entirely from our analysis, our derived upper limit on sky fluctuations would increase by 10%, because of the decrease from seven to six fields. Thus the choice between making no corrections to NCP 9, correcting NCP 9, or excluding NCP 9 entirely has no important consequence. We have chosen the first course, since in doing this we reject only the one field (NCP 7) for which there is clear evidence in our own observations of a variable discrete source, and since we prefer to delay the correction of NCP 9 until we can treat all fields equally using VLA maps of comparable sensitivity. Accordingly, in the analysis below we use the seven values in Table 4 excluding NCP 7.

The successful prediction and subsequent detection of a source in the main beam of NCP 9 gives us confidence that our data can be trusted at the 50 μK level. In the future it will be possible to subtract the effect of sources like the double near NCP 9, which are unlikely to vary; however, variable sources like PT 58 and PT 82 must be avoided.

### VIII. Analysis

Table 4, along with Figures 2 and 4 and equation (4), provides a complete summary of our results. The question that we now turn to is: what is the largest anisotropy of the microwave background radiation consistent (in some sense to be specified) with the seven measurements in Table 4 (excluding NCP 7)? This is a statistical question, and its answer, and the most appropriate method for deriving it, depends on the unknown distribution of sky fluctuations. We will assume Gaussian fluctuations because this provides a common starting point for comparison of our results with those of other observers and with model predictions, which, with few exception (e.g., cosmic

### TABLE 5

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>EPOCH 1985.0</th>
<th>EPOCH 1995.0</th>
<th>Flux Density (mJy)</th>
<th>4.85 GHz*</th>
<th>20.0 GHza</th>
</tr>
</thead>
<tbody>
<tr>
<td>PT 42</td>
<td>05 38 14.8</td>
<td>04 49 46.0</td>
<td>89 04 51</td>
<td>89 02 30</td>
<td>28.8</td>
</tr>
<tr>
<td>PT 58</td>
<td>05 56 42.8</td>
<td>06 11 21.0</td>
<td>88 58 14</td>
<td>88 59 58</td>
<td>26.0</td>
</tr>
<tr>
<td>PT 82</td>
<td>09 28 26.3</td>
<td>08 55 28.0</td>
<td>88 58 06</td>
<td>89 06 48</td>
<td>18.2</td>
</tr>
<tr>
<td>PT 87</td>
<td>10 51 21.1</td>
<td>10 31 56.0</td>
<td>89 03 31</td>
<td>89 14 32</td>
<td>17.5</td>
</tr>
<tr>
<td>PT 90</td>
<td>14 19 54.6</td>
<td>14 44 19.0</td>
<td>88 52 22</td>
<td>89 01 35</td>
<td>18.8</td>
</tr>
<tr>
<td>PT 91</td>
<td>15 01 11.5</td>
<td>15 42 46.0</td>
<td>89 08 32</td>
<td>89 16 00</td>
<td>28.4</td>
</tr>
</tbody>
</table>

* Pauliny-Toth et al. 1978. The flux density limit was 14 mJy; position errors were typically 15°.

b From OVRO, 1987 Jun, 1988 Jan, and 1988 Feb.Typical errors are ±0.4 mJy.
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strings) assume Gaussian fluctuations. Moreover, as we show in the Appendix observations of seven fields are well-suited to the detection of Gaussian fluctuations, but any power-law tail in the fluctuation spectrum with an index greater than $-2$ would be detected with greater probability in an experiment with more fields.

We first derive a limit on $\theta_{sky}^2$, the variance of the distribution of sky fluctuations from the mean background temperature for the triple beam of Figure 4. We then calculate corresponding limits on the autocorrelation function of the microwave background fluctuations, under simple assumptions.

\[ \text{a}) \text{ Limits on } \theta_{sky}^2 \]

Arguments about the "best" statistical procedure to use in deriving limits on $\theta_{sky}^2$, can be misleading, because statistical procedures that are optimal according to some criterion may be inappropriate if the assumptions on which they are based are not justified. We use two different procedures to derive limits on $\theta_{sky}^2$. One (the likelihood ratio test) has been used widely in past microwave background work, the other (likelihood) has not. The limits given by the two procedures are about the same. However, as we discuss at the end of this section, the relative insensitivity of the likelihood procedure to certain problems that may affable real data sets makes it the preferred procedure for microwave background work.

\[ \text{i)} \text{ Likelihood} \]

The variance of the (assumed Gaussian) distribution of sky fluctuations for the triple beam in Figure 4 is $\theta_{sky}^2$. The mean of the distribution of fluctuations is zero, since the triple beam samples only deviations from mean sky temperature. Thus the probability density for a measurement $\Delta T + \sigma$ is

\[ p(\Delta T, \sigma) = \frac{1}{\sqrt{2\pi(\sigma^2 + \theta_{sky}^2)}} \exp\left[ -\frac{\Delta T^2}{2(\sigma^2 + \theta_{sky}^2)} \right]. \]

The joint density for the seven fields (excluding NCP 7) is

\[ L(\Delta T_i \mid \theta_{sky}) = \prod_{i=1}^{7} p(\Delta T_i, \sigma_i) = \prod_{i=1}^{7} \frac{1}{\sqrt{2\pi(\sigma_i^2 + \theta_{sky}^2)}} \exp\left[ -\frac{\Delta T_i^2}{2(\sigma_i^2 + \theta_{sky}^2)} \right]. \]

$L(\Delta T_i \mid \theta_{sky})$, called the likelihood function, can be thought of as the relative probability of the set of seven measurements as a function of the assumed sky variance. This function, normalized to its maximum value, is given in Figure 12 for the measurements in Table 4.

The value of $\theta_{sky}$ for which our results have the maximum likelihood is 14 $\mu$K; however, $L(\theta_{sky} = 0)$ is almost as large, so that this cannot be claimed as a detection. Upper limits can be determined in two ways. The first is to find the value of $\theta_{sky}$ at which the relative likelihood has fallen to some specified value, say $e^{-2}$, 0.05, or 0.01. From Figure 12, these relative likelihood values occur at 57, 72, and 98 $\mu$K, respectively.

Alternatively, we can use Bayes' formula, which gives the probability density of $\theta_{sky}$ given the set of observations $\{\Delta T_i\}$ as

\[ p(\theta_{sky} \mid \{\Delta T_i\}) \propto L(\Delta T_i \mid \theta_{sky}) p(\theta_{sky}), \]

where $p(\theta_{sky})$ and $p(\theta_{sky} \mid \{\Delta T\})$ are known, respectively, as the prior and posterior densities (see Berger 1985 and Berger and Wolpert 1984 for general discussions of Bayesian methods; and Edwards 1984 for an alternative interpretation of the likelihood function). Our (probably nonexistent) knowledge of $\theta_{sky}$ before the observations is represented by $p(\theta_{sky})$. The simplest prior density consistent with the one fact we know (i.e., $\theta_{sky}^2 \geq 0$), is $p(\theta_{sky}) = c$ for $\theta_{sky} \geq 0$, and $p(\theta_{sky}) = 0$ for $\theta_{sky} < 0$. Then the posterior density, i.e., the density of $\theta_{sky}$ determined from what we knew before the observations plus the observations themselves, will look just like Figure 12 except for normalization. In this case, the area under the curve from 0 to $\theta^*$ gives the probability that $0 \leq \theta_{sky} \leq \theta^*$. Specifically, $P(\theta_{sky} < 58 \mu K) = 0.95$, and $P(\theta_{sky} < 127 \mu K) = 0.9987$. Thus 58 $\mu$K can be taken as a 95% upper limit to $\theta_{sky}$, and 127 $\mu$K can be taken as an equivalent 3 $\sigma$ upper limit.

Invariance arguments suggest that when no other information is available the prior density of a parameter that is a scale factor (as is $\theta_{sky}$ in the absence of measurement errors, see Berger 1985) should be uniform in $\theta^{-1}$ rather than $\theta$. With such a prior density, a cutoff must be imposed at small values of $\theta_{sky}$ to make the posterior density normalizable, and the derived upper limit to $\theta_{sky}$ depends somewhat on the value chosen. This is unappealing, but it is not a serious problem if observations of galaxies and clusters do provide a physical basis for such a cutoff. We find 95% limits in the range 30 $\mu$K to 36 $\mu$K for cutoffs between 0.1 $\mu$K and 1.0 $\mu$K. However, the measurement errors fix a level below which the actual value of $\theta_{sky}$ makes little difference, and what we measure for each field is determined almost entirely by the errors. Yet a 1/$\theta$ prior distribution gives much more weight to values of $\theta_{sky}$ below this level than it does to large values where our measurements have real discriminating power, leading to quite low limits on $\theta_{sky}$. We therefore prefer a conservative prior density uniform in $\theta_{sky}$, and will adopt the corresponding limit of 58 $\mu$K.

Figure 12 shows $L(\Delta T_i \mid \theta_{sky})$ only for $\theta_{sky}^2 \geq 0$. Whether we think of this as a restriction of the prior density or the likelihood function itself to positive sky variances makes little difference. The ease with which this physical constraint can be imposed makes the likelihood function estimate relatively insensitive to a problem that can seriously affect the method described in the next section.

\[ \text{ii)} \text{ Likelihood Ratio Tests} \]

Likelihood ratio tests have been used for analysis of microwave background data by many authors, e.g., Boynton and

Fig. 12.—Likelihood function for the measurements in Table 4 excluding NCP 7, normalized to the maximum value. The maximum occurs at $\theta_{sky} = 14$ $\mu$K, but $L(0)$ is so large that no detection of fluctuations can be claimed.
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Partridge (1973), Lasenby and Davies (1983), and Uson and Wilkinson (1984a, b, c). For a general discussion of likelihood ratio tests and definitions of the statistical terms used here, see Lehmann (1986).

The problem is to choose between an hypothesis \( H \) and an alternative hypothesis \( K \). Specifically, given a set of measurements whose distribution is known in terms of a parameter \( \theta \), we must find \( \hat{\theta} \). We assume that if \( \theta \) is known, it is known whether \( H \) is true. A “test” is a set of criteria used to accept or reject \( H \). The level of significance or size \( \alpha \) of the test is the probability of rejecting \( H \) if \( H \) is true, i.e., a type I error. The power \( \beta \) of the test is the probability of rejecting \( H \) if \( K \) is true, so that \( 1 - \beta \) is the probability of a type II error (i.e., of accepting \( H \) when \( K \) is true). Traditionally it has been assumed that type I errors are worse than type II errors, and tests have been devised that maximize \( \beta \) for a fixed value of \( \alpha \). Such tests are called most powerful.

For a random sample \( x \) drawn from a distribution characterized by a parameter \( \theta \), the Neyman-Pearson lemma shows that there exists a most powerful test of size \( \alpha \) of the simple hypothesis \( H : \theta = \theta_0 \) against the simple alternative \( K : \theta = \theta_1 \), and that this test is given by the prescription:

\[
\text{reject } H \text{ if } \lambda^* = \frac{P(x | H)}{P(x | K)} \leq k^*,
\]

or

\[
\text{accept } H \text{ if } \lambda^* > k^* ,
\]

where \( k^* \) is given implicitly by the requirement that \( P(\lambda^* \leq k^* | H) = \alpha \).

In general, whether \( \lambda^* \) is greater than \( k^* \) or not depends on \( \theta_1 \). If it does not, that is, if the ordering of points in the measurement space according to their values of \( \lambda^* \) does not depend on \( \theta_1 \), then the test is said to be uniformly most powerful (UMP) and can decide between composite hypotheses, e.g., \( H : \theta \geq \theta_0 \) and \( K : \theta < \theta_0 \). (Note that the test is the same as before, but the distributions satisfy additional requirements, and stronger theorems apply. We use the generic expression “likelihood ratio tests” rather than “Neyman-Pearson tests” to emphasize this distinction.)

Given our assumption of Gaussian sky fluctuations, we can calculate \( \lambda^* \) for the measured \( \Delta T_i \pm \sigma_i \):

\[
\lambda^*(\Delta T) = \prod_{i=1}^{n} \left( \frac{\sigma_i^2 + \theta_0^2}{\sigma_i^2 + \theta_1^2} \right)^{\frac{1}{2}} \exp \left\{ \frac{1}{2} \left( \frac{\theta_1^2 - \theta_0^2}{\sigma_i^2 + \theta_1^2} \right) \right\}.
\]

To find \( k^* \) we must know the distribution of \( \lambda^* \) under \( H \). It is simpler, and involves no loss of information about \( \theta \), to calculate the distribution under \( H \) of

\[
\lambda = \sum \frac{x_i^2}{\sigma_i^2 + \theta_0^2},
\]

where \( x_i \) is Gaussian-distributed with variance \( \sigma_i^2 + \theta_0^2 \), and the sign has been chosen for the case \( \theta_0 > \theta_1 \). That is, \( \lambda \) is sufficient for \( \theta \). The observed value of \( \lambda \) is given by

\[
\lambda(\Delta T) = \sum \frac{\Delta T_i^2}{\sigma_i^2 + \theta_0^2},
\]

Then the test of size \( \alpha \) is as follows: reject \( H \) if \( \lambda(\Delta T) \leq k \), and accept \( H \) if \( \lambda(\Delta T) > k \), where \( k \) is found from \( P(\lambda \leq k | H) = \alpha \).

To calculate the power \( \beta \) of the test, we calculate the distribution of \( \lambda \) under \( K : \theta = \theta_1 \), where this time \( x_i \) is Gaussian distributed with variance \( \sigma_i^2 + \theta_1^2 \). Then \( P(\lambda) = P(\lambda | \theta_1) \).

We want to use the test to find an upper limit to \( \theta_{sky} \) at a certain value of \( \alpha \). To do this, we fix \( \alpha \) and then vary \( \theta_{sky} \) until \( P(\lambda \leq \lambda(\Delta T)) = \alpha \). In other words, we find \( \theta_0 \) such that if we sample randomly from seven Gaussian distributions with variances \( \sigma_i^2 + \theta_0^2 \), the probability of finding \( \lambda \) no larger than what we have measured if \( \lambda(\Delta T) \) is only \( \alpha \).

It turns out that for the distribution in equation (5), the question of whether \( \lambda(\Delta T) \leq k \) or not is independent of the value of \( \theta_1 \). Therefore the likelihood ratio test specified above is UMP.

Figure 13 shows the results of these calculations for the data of Table 4. On this basis, we reject \( H : \theta_{sky} \geq 52.5 \mu K \) at the 95% confidence level (i.e., \( \alpha = 0.05 \)), and reject \( H : \theta_{sky} \geq 107 \mu K \) at the 99.87% confidence level. The power of the test is 0.72 (independent of \( \alpha \)) for \( \theta_1 = 0 \), and decreases monotonically until \( \beta = \alpha \) at \( \theta_1 = \theta_0 \).

Under appropriate assumptions, likelihood ratio tests are “most powerful.” This means only that the power is greater than that of any other test at the same level of significance; it does not mean that the power is close to unity. Results of likelihood ratio tests should always be regarded with suspicion unless the power is stated along with the level of significance.

The inclusion of measurement errors in the likelihood ratio test has important consequences. While these have been pointed out by others, we restate them here for emphasis. Consider the following. The term \( \sigma_i^2 + \theta_0^2 \) in equation (5) comes from the combination of the measurement errors with the sky fluctuations, so that, physically, \( \sigma_i^2 + \theta_0^2 \geq \sigma_i^2 \). Formally, however, the term can be treated as a single quantity that satisfies only \( \sigma_i^2 + \theta_0^2 \geq 0 \). In effect, this “allows” sky fluctuations to compensate for measurement errors, reducing the width of the overall distribution. The likelihood ratio test requires \( P(\lambda < \lambda(\Delta T) | H) = \alpha \). Suppose that the measurements

![Fig. 13.—Distribution of \( \lambda = \sum x_i^2(\sigma_i^2 + \theta_0^2)(\sigma_i^2 + \theta_1^2) \) with \( \theta_0 = 52.48 \), \( \theta_1 = 0 \) from a Monte Carlo simulation. Each sample was assumed to be Gaussian-distributed with variance \( \sigma_i^2 + \theta_0^2 \) (solid line) or \( \sigma_i^2 + \theta_1^2 \) (dashed line). In each case, 100,000 sets of \( x_i \) were generated. The curves are independently normalized. A vertical line marks \( \lambda(\Delta T) = 0.003733 \). The area under the solid curve to the left of this line is \( \alpha = 0.05 \), while the area to the left under dashed curve is \( \beta(\theta_1 = 0) = 0.72 \).](image.png)
are much closer to zero than expected for the size of the measurement errors alone (i.e., \( \chi^2 < 1 \)), and that \( P(\chi \leq \chi^2 | \theta_0 = 0) < \alpha \). Even with \( \theta_0 = 0 \), the requirements of a test of size \( \alpha \) cannot be satisfied. If, however, \( \sigma_T^2 + \theta_0^2 \) is treated as a single quantity that can be reduced to arbitrarily small values, a test of size \( \alpha \) always exists (see Partridge 1980b for an example), even though it is physically absurd. By imposing the condition \( \theta_0^2 \geq 0 \) in the algorithm that performs the test, we can avoid this absurdity. But in less extreme cases the test will still implicitly treat \( \sigma_T^2 + \theta_0^2 \) as a single quantity and will underestimate \( \theta_0 \) to compensate for scatter in the measurements that is unexpectedly small given the errors alone (see Lawrence, Readhead, and Myers 1988 for an example). Fortunately, the power of the test against the alternative \( \theta_1 = 0 \) immediately shows the existence of this problem. Consideration of how Figure 13 would look for various \( \theta_0 \) and \( \theta_1 \) shows that as \( \theta_0 \) goes to zero, \( \beta_{\max} = \beta(\theta_1 = 0) \) goes to \( \alpha \). When the power is low, a high confidence level is meaningless.

iii) Comparison of Statistical Tests

The OVRO data do not have the problem of \( \chi^2 \ll 1 \), and we therefore expect (and obtain) results from the two statistical methods that are in close agreement. It is instructive, however, to compare the performance of the methods on data sets with \( \chi^2 \approx 1 \), as may be obtained in practice either by chance or through misestimation of measurement errors. Such a comparison can be made at small computing cost for the idealized case in which the measurement errors for all fields are equal. Then the likelihood function is simple, and \( \lambda \) (see eq. [5]) has a \( \chi^2 \) distribution.

Let \( \sigma^{\text{true}} \) and \( \sigma^{\text{assumed}} \) be the true (in practice unknown) and assumed measurement errors, respectively, for \( N \) fields. Suppose that \( \sum_{i=1}^N \Delta T_i / \sigma^{\text{true}} = N \) for the measurements, and that \( \theta_{sk} = 0 \). Consider first the case where \( \chi^2 \neq 1 \) because the errors are misestimated. Figure 14 and 15 show the upper limits produced by the two methods for \( 1 \sigma^{\text{true}} \leq \sigma^{\text{assumed}} \leq 3 \sigma^{\text{true}} \) (corresponding to \( 9 \geq \chi^2 \geq 1 \)). As the assumed error decreases, the 95% upper limit (as previously defined) given by both tests increases slowly. This is desirable; however, as shown by the lower set of curves in Figure 14, with a 30% to 40% underestimate in errors the value of the likelihood function at \( \theta_{sk} = 0 \) is only \( \sim 0.1 \), and for even lower values of \( \sigma^{\text{assumed}} \) both tests would support claims of detections, rather than upper limits. Underestimation of errors is thus a serious problem, but one to which both statistical methods are equally susceptible.

As the assumed error increases, on the other hand, the two tests behave quite differently. The 95% limit given by the Bayesian method increases, while the limit given by the likelihood ratio test decreases to zero. For \( \sigma^{\text{assumed}} \) large enough, the requirements of the likelihood ratio test cannot be satisfied for \( \theta_{sk} > 0 \). This dramatic difference between the two methods arises because the likelihood ratio test compares the measured values to what "should" have been measured given the errors, and ascribes any discrepancy to sky fluctuations, while the Bayesian method compares only changes in likelihood as \( \theta_{sk} \) varies. The likelihood ratio method is in some sense absolute, while the Bayesian method is relative.

The behavior of both statistical methods when data values (rather than errors) are arbitrarily changed (corresponding to the chance occurrence of larger or smaller measurements than expected from the parent distribution) follows at once, since a change of the data values alone can be thought of as a change of both data values and errors by a given factor, which changes the limits by the same factor, followed by a change of the errors while leaving the data values fixed. For example, with \( N = 7 \) the limits given by the Bayesian method increase by a factor of 1.12 when errors alone are multiplied by 1.5. When means are divided by 1.5, therefore, the limit will change by 1.12/1.5; i.e., the Bayesian method leads to underestimation by a factor of 1.3. For the likelihood ratio method, the limit changes by 0.66 when the errors change by 1.5, so when means are divided by 1.5 the limit will change by 0.66/1.5, i.e., the likelihood ratio method leads to underestimation by a factor of 2.3.

To summarize, underestimation of errors, or measured values by chance larger than expected given the true parent distribution, leads to higher limits or spurious detections with both statistical methods. Overestimation of errors leads to
higher limits with the Bayesian method, but lower limits or failure for the likelihood ratio test. Measured values by chance smaller than expected for the parent distribution lead to moderately lower limits for the Bayesian method, but dramatically lower limits for the likelihood ratio method. Neither method is able to extract "truth" from faulty or statistically unlikely data sets, but the results of the Bayesian method for data sets with low values of $\chi^2_\nu$ are much less misleading than those of the likelihood ratio method.

As we noted in § VIIIa(ii), when $\chi^2_\nu \approx 1$ the distributions of $\lambda$ under $\theta_{sk} = 0$ and $\theta_{sk} = 0$ are not very different, since both are dominated by the measurement errors, and the power of the likelihood ratio test will be low. This problem can be avoided by using the test in a different way (G. Bernstein and D. Cottingham, private communication). Rather than finding the value of $\theta_0$ for which $\lambda_{\text{observed}}$ is equal to $\lambda$ at the apex of the distribution (see Fig. 13), one could find $\theta_0$ so that the $x$ point in the distribution of $\lambda$ for $\theta_{sk} = 0$ coincides with the $x$ point in the distribution of $\lambda$ for $\theta_{sk} = \theta_0$. Call this value of $\lambda$, $\lambda_{sk}$. In effect, the choice of $\beta$ fixes the minimum value of $\theta_{sk}$ that we believe can be distinguished from zero, given the measurement errors. After specifying $\beta$ and $\lambda_{sk}$ in advance, we compare $\lambda_{\text{observed}}$ with $\lambda_{sk}$: if $\lambda_{\text{observed}} \leq \lambda_{sk}$ we reject $\theta_{sk} = \theta_0$, and $\theta_0$ can be taken as an upper limit to sky fluctuations.

The dotted curves in Figure 15 show how the limits on $\theta_{sk}$ found by this method depend on the assumed errors when errors are overestimated ($\chi^2_\nu < 1$). For each value of $N$ the power is chosen to be the power of the likelihood ratio test in its "normal" form when $\chi^2_\nu = 1$. For example, $\beta_{N=5} = 0.57$, $\beta_{R=15} = 0.5$, and $\beta_{N=15} = 0.5$. Such a modified likelihood ratio test is clearly safe for $\chi^2_\nu > 1$, in the sense that it does not give misleadingly low limits.

The OVO data set has roughly equal measurement errors for all fields and $\chi^2_\nu \approx 1$, thus we obtain limits from the two statistical methods that are in close agreement: $\theta_{sk} < 58 \mu$K (95% confidence) from a Bayesian analysis with a prior density uniform in $\theta_{sk}$ for $\theta_{sk} > 0$, and $\theta_{sk} < 52 \mu$K (95% confidence, $\beta = 0.72$) from a UMP likelihood ratio test. We will use 58 $\mu$K as our 95% limit.

b) Limits on the Temperature Autocorrelation Function

The statistical properties of a Gaussian random field, which we assume describes the microwave background fluctuations, are fully specified by the two-point correlation function. Over small angles, we can use the familiar Fourier expansion in rectangular coordinates for $T(x, y)$, the radiation temperature on the sky. The corresponding correlation function,

$$C(\phi) = \langle T(x_1) T(x_2) \rangle,$$

depends only on the angular distance $\phi \equiv |x_1 - x_2|$ between sampled points.

For physically reasonable fields, the maximum values of $C(\phi)$ occur at $\phi = 0$, with zero first derivative. The coherence angle is defined by

$$\phi_c = \left[ -\frac{C(0)}{C'(0)} \right]^{1/2}.$$

Many examples of autocorrelation functions computed for models of interest can be found in the literature (e.g., Vittorio and Silk 1984; Vishniac 1987; Bond and Efstathiou 1987). Baryonic models with $0.1 \leq \Omega \leq 1$ and standard recombination (Peebles 1968) typically have coherence angles of 4'-8' for adiabatic fluctuations (Gouda, private communication) and 2'-12' for isocurvature modes (Efstathiou and Bond 1987). Models with lower values of $\Omega$ have smaller $\phi_c$ but larger amplitudes, as required by normalization with the observed galaxy-galaxy correlation function. Cold dark matter (CDM) models with $\Omega = 1$ have coherence angles of ~10' for adiabatic fluctuation modes and 50' for isocurvature modes (Bond and Efstathiou 1987). The effect of early reionization is to erase the fluctuations on small scales, effectively increasing $\phi_c$ and reducing the amplitude $C(0)^{1/2}$ (see, e.g., Efstathiou and Bond 1987), while generating new fluctuations on intermediate and small scales. Second-order effects over the extended last scattering surface appear with amplitude $\leq 10^{-5}$ on scales $\phi_c \approx 1.5'$ (CDM) and 15' (hot dark matter) for $\Omega = 1$ adiabatic models (Vishniac 1987). In isocurvature scenarios, for which early reionization or nonstandard recombination is most plausible, the reimpoused perturbations appear with $C(0)^{1/2} \approx 10^{-5}$ again on arcminute scales (Efstathiou 1988).

In practice, we observe the sky with an antenna whose response pattern $R(x, y)$ (normalized to unit power over 4$\pi$ sr) has nonzero width. The measured sky temperature as a function of position is the cross-correlation of the true temperature with the beam pattern,

$$T_{\text{obs}}(x, y) = T \ast B.$$

For a symmetric real beam the autocorrelation theorem implies

$$C_{\text{obs}}(\phi) = C \ast C_{\text{beam}},$$

where $C_{\text{beam}}(\phi) \equiv B \ast B$.

If, as is often the case, the antenna beams are well-represented by a circularly symmetric Gaussian with dispersion $\phi_0 = 0.4247 \phi_{\text{FWHM}}$, equation (7) becomes

$$C(\phi_0, \phi) = C(\phi) \ast \frac{1}{4\pi\phi_0^2} \exp \left( -\frac{\phi^2}{4\phi_0^2} \right),$$

where we write $C(\phi_0, \phi)$ in place of $C_{\text{obs}}$ as an explicit reminder of the Gaussian approximation. This expansion is analytically tractable for many $C(\phi)$. For the OVRO 40 m telescope, $\phi_{\text{FWHM}} = 108'$, so $\phi_0 = 0.77$.

For switching experiments, one must cross-correlate the smeared temperature field $T_{\text{obs}}(x, y)$ with the sampling function $S(x, y)$. For an idealized double switching scheme with three Gaussian beams separated by $\phi_S$ (see Fig. 3 and eq. [3]), the expected sky variance is

$$\langle \Delta T^2 \rangle = \langle [T_{\text{M}} - \frac{1}{2}(T_{\text{R1}} + T_{\text{R2}})]^2 \rangle$$

$$= \frac{1}{2}\langle T_{\text{obs}}(x_2) \rangle - 2\langle T_{\text{obs}}(x_2) T_{\text{obs}}(x_1) \rangle$$

$$+ \frac{1}{2}\langle T_{\text{obs}}(x_1) T_{\text{obs}}(x_2) \rangle,$$

where $|x_M - x_R| = \phi_S$, and $|x_R - x_R'| = 2\phi_S$. Combining equations (6), (8), and (9), we obtain

$$\langle \Delta T^2 \rangle = \frac{1}{2} C(\phi_0, 0) - 2C(\phi_0, \phi_S) + \frac{1}{2} C(\phi_0, 2\phi_S).$$

(10)

On the 40 m telescope, $\phi_S = 7.15$. Analytic tractability is often lost when the details of real experiments must be included; however, as discussed in § VIIa: below, equation (10) turns out to be quite accurate for the OVRO measurements. (See also Boynton 1980 for discussion of the manipulation of autocorrelation functions.)

If $\phi_c \ll \phi_S$, equation (10) reduces to

$$\langle \Delta T^2 \rangle \approx \frac{3}{2} C(\phi_0, 0).$$
If in addition $\phi_r \gg \phi_0$, then beam smearing is unimportant, and

$$\langle \Delta T^2 \rangle \approx \frac{1}{2} C(0).$$  \hspace{1cm} (11)

In real experiments, the ratio $\phi_0/\phi_r$ must usually be restricted in order to minimize certain systematical errors, and both inequalities cannot be satisfied simultaneously. Nevertheless, equation (11) is often a good approximation for $\phi_r \approx \sqrt{\phi_0 \phi_0}$, and it has been used widely in the past to derive limits from switching experiments (e.g., Uson and Wilkinson 1984a, b; Boynton and Partridge 1973). In § VIIIa we derived an upper limit on the sky dispersion from the OVRO measurements, assuming Gaussian fluctuations, of $\theta_{sky} < 58 \mu K$. In the approximation of equation (11), then,

$$\frac{\delta T}{T} = \frac{C^{1/2}(0)}{T} = \frac{\sqrt{2/3}}{2.78} \frac{\theta_{sky}}{1.7 \times 10^{-5}}.$$  \hspace{1cm} (12)

As noted above, many models have large-scale power, with coherence angles outside the range where equation (11) is a reasonable approximation. To put our results in a form that can be compared with a wide range of model predictions, we assume that the temperature autocorrelation function can be approximated by a Gaussian,

$$C(\phi) = C_0 \exp \left( -\frac{\phi^2}{2\phi_c^2} \right).$$

In this case equation (8) becomes

$$C(\phi_0, \phi) = C_0 \frac{\phi_c^2}{2\phi_0^2 + \phi_c^2} \exp \left[ -\frac{\phi^2}{2(2\phi_0^2 + \phi_c^2)} \right].$$  \hspace{1cm} (12)

This approximation has been used only occasionally in the past to present results of observations (Davies et al. 1987), but usually produces results in good agreement with those obtained from the detailed model autocorrelation functions. Figure 16 shows the OVRO limits on $C_0$ for this model as a function of $\phi_c$, obtained by combining equations (10) and (12), and using the OVRO experimental limit of $58 \mu K$ derived in the previous section. Note the reduced sensitivity to fluctuations with coherence angles smaller than the beam size due to averaging over many independent fluctuations, and to fluctuations with large-scale power where we sample only the curvature of a single fluctuation.

In the case of non-Gaussian statistics for the temperature field, such as those produced by models involving cosmic strings (Ostriker, Thompson, and Witten 1986; Bouchet, Bennett, and Stebbins 1988) and decaying massive particles (Daly 1987), the correlation function and hence $\theta_{sky}$ is a poor discriminator between theories. Such models predict relatively rare signals of large amplitude. As discussed in the Appendix, the proper method to search for these fluctuations is to cover a large portion of sky less deeply, trading sensitivity for area. The effective beam area of the 40 m at 20 GHz is $2\pi \theta_0^2 = 3.72$ arcmin$^2$, giving a total of 61 arcmin$^2$ for the eight fields and 16 reference positions. More sophisticated analyses such as $P(D)$ distribution tests used in source count studies (Scheuer 1957, Condon 1974) can also provide useful limits on non-Gaussian source distributions, especially those of power-law form. Note that by increasing the search area the survey becomes more susceptible to contamination by discrete radio sources, which have just the power-law–number flux distribution to which this test is particularly sensitive. In this case, it is necessary to interlock the main and reference fields or to map a contiguous region of the sky to allow discrimination and identification of features.

c) Model Comparisons and Corrections for the True Beam

If a model of MWA fluctuations has Gaussian fluctuations, the results can be given in terms of an autocorrelation function. Then equation (7) shows how to compare the model with our observations. The beam correction depends on both the autocorrelation function and the detailed shape of the beam shown in Figure 4. Clearly, an analytic approximation for Figure 4 would be useful for this purpose. Since the instantaneous beams of the 40 m are reasonably close to Gaussian, the simplest function that could represent Figure 4 consists of one positive Gaussian of unit height straddled by two negative Gaussians half as high and 7.15 away, all of FWHM 1.8.

We have estimated the error that would be introduced by using this simplified beam in comparisons with models, in the following way. Bond and Efstathiou (1987) calculated the rms angular power spectrum for two CDM models. Using these power spectra (supplied by Bond), we made several realizations of maps of the microwave background radiation according to each model. We convolved these maps with two "beams": the effective beam of Figure 4, based on measurements of the true telescope beams; and the Gaussian approximation mentioned above. The value of the convolution at a given point is just the mean temperature $\Delta T$ that we would measure on the model sky in the absence of instrumental noise, so that the rms value of the convolved map is just $\theta_{sky}$. For both models, the differences between the results with the true beam and the Gaussian approximation were less than 2%.

This close agreement depends to some extent on the models, and we cannot generalize the results to arbitrary power spectra. However, any model whose power spectrum is not drastically different from those of the Bond and Efstathiou models can be compared with the OVRO results using a simple three-Gaussian analytic beam without fear of significant error.

We can test the independence of our observed fields in a similar fashion, by comparing the convolution with a single effective beam to the convolution with seven beams appropriately spaced around a 1° ring. For both adiabatic and iso-
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Figure 16.—Limits on $\Delta T/T$ for a Gaussian correlation function, assuming Gaussian beams in both center and reference fields, for $\theta_{sky} = 58 \mu K$.  
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IX. Comparison with Other Observations

A number of sensitive observations on the isotropy of the microwave background radiation have been made. It is often difficult to compare results made with different instruments, on different angular scales; however, if the autocorrelation function of the background fluctuations is smooth, anisotropy limits from measurements on one angular scale can be extrapolated to other angular scales (e.g., Fig. 16). In this section we discuss the most recent results on four different angular scales.

On scales of 1' or less, the most sensitive published measurements are the VLA results of Martin and Partridge (1988) and Fomalont et al. (1988). Martin and Partridge report a detection of fluctuations at levels of $1.7 \times 10^{-4}$ and $1.3 \times 10^{-4}$ on scales of $36'' - 160''$ and $18'' - 80''$. Fomalont et al. derive a 95% confidence limit of $\delta T / T < 6 \times 10^{-5}$ on a scale of 1', and other limits on smaller scales as shown in Figure 17. The results and techniques of the two groups are compared in some detail by Partridge (1989), who concludes that the cause of this apparent contradiction is not fully understood. As will be seen below, under certain assumptions the OVRO results favor interpretation of the VLA measurements as upper limits rather than detections, but our comparisons should not be taken as a resolution of the interesting questions raised by Partridge (1989).

On scales of a few arc minutes, the most sensitive previous measurement is that of Uson and Wilkinson (1984a, b, c), who used an experimental setup similar to our own. They found that $\delta T / T < 2.1 \times 10^{-5}$ at the 95% confidence level, using a likelihood ratio test as described in § VIIIa(ii). Unfortunately, the power of the likelihood ratio test applied to their measurements is only 0.13, a result of the fact that their measurements were closer to zero than expected from the measurement errors. The Bayesian analysis of § VIIIa(i) applied to their data (given in Lasenby 1988) yields $\delta T / T < 0.8 \times 10^{-5}$ for a uniform prior distribution. However, the simulations described in § VIIIa(iii) suggest that this is still an underestimate, given that $\chi^2 = 0.67$ for their data, and that $4.7 \times 10^{-5}$ is more consistent with their error estimates.

On scales from a few arc minutes up to 2.5', the lowest published upper limits are those of Parijskij and his coworkers (Parijskij 1973a, b; Parijskij, Petrov, and Cherkov 1977; Berlin et al. 1983, 1984). Their early results range from $1.3 \times 10^{-5}$ to $8.0 \times 10^{-5}$. These have been converted to 95% confidence upper limits by Partridge (1980a, b; 1983), but not corrected for possible errors in statistical analysis. Including such factors, Lasenby (1981) calculates 95% confidence upper limits ranging from $5.4 \times 10^{-5}$ on a scale of 75'' to $1 \times 10^{-4}$ on a scale of 10'. Recent preliminary results from this group (Berlin et al. 1983) give $\delta T / T < 1 \times 10^{-5}$ (1 $\sigma$ level) on scales from 4.5' to 9.5', and $\delta T / T < 3 \times 10^{-5}$ (1 $\sigma$ level) on a scale of 1'. These observations were made with the Ratan 600 m telescope at a frequency of 3.9 GHz. Observations at this frequency with this telescope require substantial corrections for background sources. Amirkhanyan (1987) has estimated that due to the effects of confusion the reported upper limits are optimistic by a factor of 10, but his analysis has been challenged by Parijskij, Petrov, and Cherkov (1987). As yet we do not have enough details of the observing and analysis procedures to compare these results directly with our own, and we do not, therefore, consider them further here.

On a scale of 8.3', with a beam dispersion of $\phi_0 = 3.5'$, Davies et al. (1987) report the detection of anisotropies at a level of $3.7 \times 10^{-5}$, corresponding to a triple-beam $\theta_{sky}$ of $2.9 \times 10^{-5}$. They are now following up this 10.4 GHz detection with observations at other frequencies to determine whether this anisotropy is intrinsic or galactic in origin. The Relikt experiment on the Prognoz 9 satellite yielded a residual rms temperature fluctuation of 0.2 mK after convolution with a 7' (FWHM) Gaussian (Klypin et al. 1987). Analysis of these data based on an assumed fractal perturbation spectrum gives $\delta T / T < 5.6 \times 10^{-6}$ on a scale of 6'. However, the Relikt observations are consistent with the Davies et al. result for a power-law spectrum with index $n > 1$ (Searamella and Vittorio 1988).

In Figure 17 we compare our results with those of Fomalont et al. and Davies et al., assuming a Gaussian autocorrelation function. The curve for the Davies et al. observations was computed in the same manner as that in Figure 16 for the OVRO limit, also reproduced in Figure 17. The appropriate expression to allow inclusion of the VLA results of Fomalont et al. was obtained using the autocorrelation function $C(\theta_{sky})$ (see § VIIIb) for a synthesized beam of dispersion $\theta_{sky}$, the Fourier transform relationship between the autocorrelation function and the power spectrum, and the effective truncation of the measured power spectrum for interferometer spacings less than the VLA telescope diameter. Curves are plotted for $\theta_{sky} < 8.3 \times 10^{-4}, 1.2 \times 10^{-4}, 7.8 \times 10^{-5},$ and $5.8 \times 10^{-5}$, with synthesized beams of FWHM 12', 18', 30', and 60', respectively. The OVRO results provide the most stringent limits on $C(0)$ on all scales smaller than 26', while those of Davies et al. provide the most stringent limits on larger scales. From Figure 17, it is clear that if the Davies et al. anisotropy turns out to be intrinsic to the microwave background, and the autocorrelation function is Gaussian, then $\phi > 26'$.

X. Discussion

Proposed theories of galaxy formation can be classified as linear perturbation theories, which rely on linear growth of small density fluctuations until the density contrast approaches unity and objects condense out of the Hubble flow (Lifshitz 1946), or nonlinear theories in which galaxy formation is driven by something other than the gradual growth of perturbations. Most linear theories assume either adiabatic fluctuations (e.g., Peebles and Yu 1970; Sunyaev and Zel'dovich 1972; Doroshkevich, Zel'dovich and Sunyaev 1978; Silk and Wilson 1980; Wilson and Silk 1981; Kodama and Sasaki 1986; Bond and Efstathiou 1987), or entropy fluctuations (e.g., Peebles 1974; Gott and Rees 1975; Silk and Wilson 1980; Vittorio and Silk 1984; Efstathiou and Bond 1986; Bond and Efstathiou 1987; Efstathiou and Bond 1987; Gouda, Sasaki, and Suto 1987). A variety of nonlinear mechanisms have been considered, including explosions of primordial stars (Doroshkevich, Zel'dovich, and Novikov 1967; Ikeuchi 1981; Ostriker and Cowie 1981), cosmic strings (Ostriker, Thompson, and Witten 1986; Stebbins 1988), and mock gravity (Hogan and White 1986). These scenarios are further complicated by the possibilities of early reionization (Hogan 1980, 1984; Kaiser 1984a; Ostriker and Vishniac 1986; Peebles 1987a; Vishniac 1987; Silk and Vittorio 1987; Efstathiou 1988), baryonic and nonbaryonic dark matter (White and Rees 1978; Vittorio and Silk 1984; Efstathiou and Bond 1986; Bond and Efstathiou 1987), and biased galaxy formation (Kaiser 1984a, b, 1986).
For convenience, we will refer to models in which the dominant matter constituent of the universe is baryonic and the reionization of the intergalactic medium occurred comparatively recently (i.e., after the epoch at which it would obliterate intrinsic anisotropy on small scales) as "conventional" models. Models based on nonbaryonic matter, early reionization, biased galaxy formation or explosions will be termed "unconventional." No great significance is attached to these labels. It will be seen that the new anisotropy limits place interesting constraints on the conventional models, but do not strongly constrain unconventional models.

It is well known that the intergalactic medium is highly ionized back to the redshifts of distant quasars (see, e.g., Steidel and Sargent 1987 for a recent discussion). Intrinsic fluctuations are not erased by plasma at a given redshift on angular scales greater than the horizon scale at that redshift. It is easy to show that for all plausible values of the density parameter intrinsic fluctuations on angular scales of arc minutes will be erased only if reionization occurs before redshift 10. Since there is no evidence of the existence of compact objects at redshifts greater than 10, reionization earlier than that seems unlikely. Thus conventional scenarios embrace those models in which reionization of the intergalactic medium is due, for example, to ultraviolet radiation from quasars and occurs after redshift 5 (e.g., Donahue and Shull 1987).

The growing conflict between observations and theoretical predictions of conventional models has spurred interest in unconventional models. Numerous models, both linear and nonlinear, have invoked various combinations of early reionization, nonbaryonic matter and biased galaxy formation to reconcile this conflict. Many of these models have not been developed to the point where they make detailed predictions about expected levels of anisotropy, so they cannot yet be tested against our new limit. Those cases for which estimates have been given are discussed below.

There are many predictions of the temperature anisotropy of the microwave background radiation in the literature. As discussed in § VIIIb, a precise comparison of experimental results with model predictions must take account of both beamwidth and sampling effects. This is possible only when the model autocorrelation function (or, equivalently, the power spectrum) is given. Unfortunately, models are often given in the literature without this information. Sometimes enough information is given to permit an approximate reconstruction of the autocorrelation function or power spectrum, and a fairly accurate prediction for our experimental arrangement can be determined.

Table 6 gives the levels of $\delta T/T \times 10^6$ predicted by various models after adjustment for the parameters of our observations. The models assume a power-law initial spectrum of the form $|\delta_k|^2 \propto k^n$, where $\delta$ represents the fluctuation of density or entropy as appropriate. The corrections that we have made are given in the footnotes. Values in the table can be compared directly with the OVRO limits of $2.1 \times 10^{-5}$ (95%) or $4.6 \times 10^{-5}$ (equivalent 3 $\sigma$).

Clearly, one should be cautious in accepting or rejecting models based on fine distinctions. Nevertheless, there are some clear results:

1. Most of the predictions of conventional adiabatic models are well above our equivalent 3 $\sigma$ limit, and are therefore definitively ruled out. The lowest predictions of $\delta T/T$ are
<table>
<thead>
<tr>
<th>Model Parameters‡</th>
<th>Adiabatic + Early</th>
<th>Reionization</th>
<th>Isocurvature + Early</th>
<th>Reionization</th>
<th>Explosions</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_9$ $\Omega_b$ $\Omega_{asch}$ $n$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.1 .1 0 0 .5 0</td>
<td>72 kG</td>
<td>1.5 c A</td>
<td>1.5 c A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.1 .1 0 0 .5 -1</td>
<td>100 kG</td>
<td>3.2 c A</td>
<td>3.2 c A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.1 .1 0 0 .5 0</td>
<td>97 kG</td>
<td>0.1 d D</td>
<td>0.1 d D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.1 .1 0 0 .5 0</td>
<td>87 kG</td>
<td>0.9 d D</td>
<td>0.9 d D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.1 .1 0 0 .5 +1</td>
<td>87 kG</td>
<td>55 e E</td>
<td>55 e E</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.1 .1 0 0 1 1</td>
<td>80 e E</td>
<td>&gt;5.2 f F</td>
<td>&gt;5.2 f F</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.1 .1 0 0 1 1</td>
<td>10 e A</td>
<td>&gt;10 f F</td>
<td>&gt;10 f F</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.2 .2 0 0 .5 0</td>
<td>10.0 c I</td>
<td>0.5 c I</td>
<td>0.5 c I</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.2 .2 0 0 .5 -1</td>
<td>16.5 c I</td>
<td>1.7 c I</td>
<td>1.7 c I</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.2 .2 0 0 .5 0</td>
<td>2.3 c A</td>
<td>z &lt; 200</td>
<td>z &lt; 200</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.2 .2 0 0 .5 -1</td>
<td>2.3 c A</td>
<td>z &lt; 200</td>
<td>z &lt; 200</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.2 .2 0 0 .5 0</td>
<td>1.2 c A</td>
<td>z &lt; 200, X_e = 0.1</td>
<td>z &lt; 200, X_e = 0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.2 .2 0 0 .5 -1</td>
<td>2.7 c A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.2 .2 0 0 1 1</td>
<td>10 e A</td>
<td>0.9 d D</td>
<td>0.9 d D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.2 .2 0 0 1 1</td>
<td>17 e A</td>
<td>1.7 d D</td>
<td>1.7 d D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.4 .4 0 0 .5 0</td>
<td>4.3 i G</td>
<td>3.1 i G</td>
<td>3.1 i G</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.4 .4 0 0 .5 -1</td>
<td>11.0 c I</td>
<td>8.5 c A</td>
<td>8.5 c A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.4 .4 0 0 .5 +1</td>
<td>14 e E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .1 0 0 .5 0</td>
<td>4.3 i G</td>
<td>3.0 d D</td>
<td>3.0 d D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .1 0 0 .5 -1</td>
<td>11.1 c I</td>
<td>3.0 c A</td>
<td>3.0 c A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .1 0 0 .5 -1</td>
<td>2.4 i G</td>
<td>1.4 d D</td>
<td>1.4 d D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .1 0 0 .5 -2</td>
<td>1.2 i G</td>
<td>5.3 c A</td>
<td>5.3 c A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .1 0 0 .5 0</td>
<td>1.4 i G</td>
<td>1.9 e E</td>
<td>1.9 e E</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .1 0 0 .5 +1</td>
<td>1.7 e I</td>
<td>4.0 e E</td>
<td>4.0 e E</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.2 .03 .17 0 .5 +1</td>
<td>13 a I</td>
<td>0.7 i G</td>
<td>0.7 i G</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.2 .1 .1 0 .75 +1</td>
<td>17 a B</td>
<td>4.4 j E</td>
<td>4.4 j E</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.2 .0 .2 0 .5 +1</td>
<td>17 i G</td>
<td>3.8 j E</td>
<td>3.8 j E</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.4 .0 .4 0 .5 +1</td>
<td>5.4 i G</td>
<td>Biased</td>
<td>Biased</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.4 .0 .4 0 1 +1</td>
<td>2.0 i G</td>
<td>Biased</td>
<td>Biased</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .0 1 0 .5 +1</td>
<td>1.3 i G</td>
<td>Biased 1.7</td>
<td>Biased 1.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .0 1 0 1 +1</td>
<td>0.7 i G</td>
<td>Biased 1.7</td>
<td>Biased 1.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.4 .0 .37 0 .5 0</td>
<td>4.4 j E</td>
<td>Biased 1.7</td>
<td>Biased 1.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.4 .0 .37 0 .5 0</td>
<td>3.8 j E</td>
<td>Biased</td>
<td>Biased</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .0 .9 .7 0 .5 0</td>
<td>0.9 j E</td>
<td>Biased</td>
<td>Biased</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .0 .9 .7 0 .5 0</td>
<td>0.5 b B</td>
<td>Biased 1.7</td>
<td>Biased 1.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .1 .9 0 .5 +1</td>
<td>0.7 a B</td>
<td>0.03 m I</td>
<td>0.03 m I</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .2 .8 0 .4 +1</td>
<td>0.9 a I</td>
<td>Biased</td>
<td>Biased</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .5 .5 0 .5 +1</td>
<td>1.7 a I</td>
<td>Biased</td>
<td>Biased</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .1 .9 0 .5 ...</td>
<td>13 a I</td>
<td>&gt;15 f F</td>
<td>&gt;15 f F</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .1 .9 0 1 ...</td>
<td>13 a I</td>
<td>&gt;30 f F</td>
<td>&gt;30 f F</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .1 .9 0 .5 +1</td>
<td>0.5 A G</td>
<td>Biased</td>
<td>Biased</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .1 .9 0 1 +1</td>
<td>0.8 A G</td>
<td>Biased</td>
<td>Biased</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .1 .9 0 .5 +1</td>
<td>0.1 A H</td>
<td>Biased</td>
<td>Biased</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .1 .9 0 1 +1</td>
<td>0.1 A H</td>
<td>Biased</td>
<td>Biased</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .1 .9 0 .5 0</td>
<td>1.3 A G</td>
<td>Biased HDM</td>
<td>Biased HDM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .1 .9 0 1 0</td>
<td>1.6 A G</td>
<td>Biased HDM</td>
<td>Biased HDM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .1 .9 0 .5 +1</td>
<td>2.5 a I</td>
<td>Antibiased massive neutrinos</td>
<td>Antibiased massive neutrinos</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .03 .17 .8 .75 +1</td>
<td>1.7 m I</td>
<td>0.4 m I</td>
<td>0.4 m I</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .03 .17 .8 .5 +1</td>
<td>3.5 a I</td>
<td>Biased 1.7 Axions</td>
<td>Biased 1.7 Axions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 .1 .1 .8 .5 +1</td>
<td>1.5 a B</td>
<td>Massive neutrinos</td>
<td>Massive neutrinos</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Anisotropy of Microwave Background Radiation

We believe that sensitivity 3 or 4 times better than that of the present work should be achievable on arcminute scales with ground-based observations at centimeter wavelengths. Discrete source confusion and low-level systematic errors are likely to be the limiting factors. If no anisotropy is detected at this level, alternative methods will probably be needed. Two promising possibilities are instruments designed to image the microwave background radiation on angular scales up to 20', and a space antenna designed to measure microwave background radiation anisotropy on angular scales down to 5' with a sensitivity of 1 µK.
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APPENDIX

In this appendix, we discuss the optimum number of fields to observe, given a limited available integration time $\tau$. The optimum number depends on the relationship between integration time and sensitivity, the spectrum of fluctuations we are trying to measure, and on various instrumental factors.

For the reasons given in § V, we are confident that the sensitivity of our measurements with the 40 m telescope is approximately proportional to the square root of integration time. Thus if a total integration time $\tau$ is split between $N$ fields, and $\sigma$ is the error for $N = 1$, the error $\sigma_N$ in time $\tau/N$ is given by $\sigma_N^2 = N^2\sigma^2$.

The fluctuation spectrum, on the other hand, is unknown, so we can only answer the question conditionally. For Gaussian fluctuations, the answer is best found using the Bayesian analysis of § VIIIa(i). As before, we assume that the fluctuations have dispersion $\sigma_{\Delta T}$. With a uniform prior distribution $\rho(\sigma_{\Delta T}) = \text{constant}$, $\rho(\sigma_{\Delta T} | \{\Delta T_i\}) \propto L(\{\Delta T_i\} | \sigma_{\Delta T})$. To estimate the limit that an $N$-field experiment could place on $\sigma_{\Delta T}$, we assume that the measured values $\Delta T_i$ are determined entirely by the measurement errors, that is, $\sigma_{\Delta T} = 0$. Then the $\Delta T_i$ are normally distributed with variance $N\sigma^2$. From the posterior distribution, we determine $\sigma_{\Delta T}$ such that $\int_{0}^{\infty} \rho(\sigma_{\Delta T} | \{\Delta T_i\}) d\sigma_{\Delta T} = c$, where $c = 0.95, 0.9987$, or some other favorite value. $\sigma_{\Delta T}$ is the 95% or equivalent 3 $\sigma$ upper limit that we would place on $\sigma_{\Delta T}$ from our measurements. Figure 18 shows that as $N$ increases, $\sigma_{\Delta T}$ decreases sharply at first, then levels out with an extremely broad minimum at $N \approx 14$ for $c = 0.95$ and $N \approx 25$ for $c = 0.9987$. For $c = 0.95, \sigma_{\Delta T}$ is almost constant for $N \gtrsim 10$, while for $c = 0.9987, \sigma_{\Delta T}$ is almost constant for $N \gtrsim 17$.

Thus, for Gaussian fluctuations and thermal noise, there is no clear choice of $N$, except that it not be too small. However, three additional considerations favor moderate values of $N$ over large ones. First, the smaller $N$, the closer to the celestial pole the fields can lie, minimizing systematic errors from differential ground pickup. Second, for moderate values of $N$ the errors in each field are small. Low-level systematic effects that are detectable in measurements of individual fields with small errors might be undetectable in observations of many fields with much larger individual errors, yet still distort the overall result. Finally, when $N$ is large fewer observations will be made of each individual field, making it difficult to estimate the errors, particularly those due to long-term atmospheric fluctuations. As we have shown in § VIIIa(iii), both under- and overestimates of the true errors have serious consequences in the statistical analysis of data.

Similar calculations could be done for any assumed distribution of sky fluctuations. Few methods with non-Gaussian fluctuations have been proposed, so we restrict ourselves here to a general consideration. Suppose that the density of fluctuations of temperature $\Delta T$ is given by $\rho(\Delta T) \propto \Delta T^\beta$. If $\beta = -2$, the probability of finding one source in $N$ fields at some fixed multiple of the noise level $\sigma$ (proportional to $N^{1/2}$ from above) is independent of $N$. For $\beta > -2$, large fluctuations will be detected with higher probability in an experiment with large $N$.
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