
Redshift-dependent Intra-Day 
Variability in Quasars

Micro-arcsec AGN jet evolution or 
angular broadening by IGM baryons?

Jean-Pierre Macquart
Curtin University of Technology

& the MASIV team:
Lovell (UTas), Jauncey (ATNF), Rickett (UCSD), Bignall (Curtin), Ojha (USNO), 

Pursimo (NOT), Chudczer (ATNF)



Radio Intra-Day Variability

Discovery
2-20 day flickering reported by 
Heeschen (1984) and followed up with 
Effelsberg (Heeschen, Krichbaum et al. 
1987)

1hr variations in PKS 0405-385:
Kedziora-Chudczer et al. 1997
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What’s in it for me?
• The intra-day variability of 

compact quasars exhibits a 
redshift dependence

• This is either due to 

• an intrinsic change in 
AGN compactness or

• angular broadening due 
to turbulence in the IGM

• We have a test to 
distinguish the two effects



MicroArcsecond Scintillation-
Induced Variability survey

4-epoch survey for intra-day variability (IDV) of 700 
compact flat/inverted 0<z<4+ sources in Jan (72h), 
May (72h),  Sept (96h) 2002, Jan (72h) 2003 
(& 72h in Jan 2006)

Survey sources contained weak (105<S<130mJy), intermediate (130<S<600mJy) and 
strong (S>600 mJy) groups

>56% showed IDV (Lovell et al. 2008)
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Fig. 1.— Examples of MASIV variability. J0949+5819 (left) and J1819+3845 (right). The top

panel in each case shows all the total intensity data for the source against day number from 2002

January 1. The lower four panels show light-curves for each of the first four epochs. The horizontal

scale is the same (four days) in each case.

Table 2: The probabilities and numbers of false variability classifications were all 482 sources non-

variable, together with the observed numbers classified as variable.

Combination Probability Number of Fraction if none Measured

occurrences are variable Numbers

4 n (1 − P )4 1 81.5% 177

3 n, 1 y P (1 − P )3 4 17.2% 98

2 n, 2 y P 2(1 − P )2 6 1.3% 90

1 n, 3 y P 2(1 − P )2 4 0.04% 61

4 y P 4 1 0.0006% 56

3.2. Structure function based classification

We also quantified the level of variation for each source using the structure function of each

its time series,

D(τ) =
1

Nτ
Σj,k(Sj − Sk)

2 (2)

Examples of MASIV variability

J0949+5819 J1819+3845

day no.
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Fig. 4.— Left: Uncorrected apparent modulation index for epoch 1 plotted against mean source

flux density. The circles are from those sources classified as variable and crosses are non-variable

in epoch 1. Right: Similar plot for σerrD. In both plots the dashed line is eq.(1) and the blue line

is eq.(1) with p = 0.001 (i.e. systematic errors contribute at the level of 0.1%).

in eq.(1). The lower flux density sources are in the group to the right, in which mraw ∼ σf for

both variable and non-variable classifications. The group on the left are the stronger sources which

should have lower errors. Here mraw often exceeds the theoretical error for both classifications.

This is either due to rapid ISS, as seen in J1819+3845, but at lower levels, or due to pointing errors

which are independent on 2 hr timescales.

The good agreement between σerrD and σf led us to adopt σf as the final estimate of the

measurement error. We adopted Dnoise = 2σ2
f , which we then subtracted from the computed

structure function for each epoch.

3.2.2. Variability thresholds for structure functions

For each source at each epoch we computed the structure function as defined in equation (2)

and subtracted the error contribution as defined by σf . As the time lag increases Nτ decreases and

increase the estimated value of the structure function. A threshold for accepting an estimate for

D(τ) was set at Nτ > 20% of the total number of data samples in that epoch. As the example in

Figure 3 shows this gives estimates at lags 2-8 hrs and near 24 hrs and near 48 hrs.

The value of the structure functions at a lag of 2 days, D(2 days), was used to assess the

variability amplitude of the source. Both the average value and an error estimate for D(2 days)

were calculated using the values at lags τ = 48 ± 6 hours. In Figure 6 D(2 days) is plotted against

against twice the uncorrected variance 2m2
raw. The points for whichD(2 days) is negative are plotted

along the horizontal axis. If the variations were entirely due to measurement errors the points

Variability Classification

• RMS > 2σerr with p=0.01, S=1.5mJy 
-- effectively computing χ2 and 
selecting sources with 95% chance 
of being IDVs

• Supplemented by visual inspection 
to detect slow variables 
(justification:χ2 not an ordered 
statistic)
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that the calibrators were in themselves non-variable. The calibrators were chosen at each epoch

without reference to previous epochs. This meant that in some cases a source found to be non-

variable and a good calibrator in one epoch was seen to be variable and therefore a non-calibrator

in another epoch. In our analysis of amplitude variability, we do not include sources that were used

as calibrators and they are clearly identified as such in Table 3.

3. Classification of Variables

We used two separate approaches to identify the variable sources. The first classification

scheme was based on the modulation index of the intensity variations, and the second on a structure

function analysis of the source lightcurves. The virtues of these two techniques are complementary:

the first is based on a conservative but robust criterion of source variability, while the second, which

made greater use of the fluctuations of each source over the range of timescales measured in our

survey, was capable of detecting fast timescale, low amplitude variability. These techniques and

the source variability statistics are described in the following two subsections.

3.1. χ2-based classification

In order to ascertain whether an individual source is variable it is necessary to understand the

sources of error inherent to the measurements. The uncertainties in the individual measurements,

σerr, are made up of two components, a fractional error, p%, due to calibration errors, and a

noise error, s, due to thermal noise and confusion. Calibration errors include contributions from

antenna pointing errors, gain variation between the observations of flux calibrators and variable

atmospheric absorption. Since they are a small percentage of the mean source flux density, S, they

can be approximated as additive and added in quadrature to the noise as given by

σerr =
√

(s/S̄)2 + p2 . (1)

In our initial analysis (Paper I) we estimated s = 1.5 mJy and p = 0.01.

An initial selection classified sources based on their modulation index. A source was identified

as variable if its modulation index, defined as the rms of the three days observations divided by

the mean flux density, exceeded twice the expected contribution from the measurement errors,

2σerr. However, direct inspection of the data revealed that many of the slower variables, that is

sources with variability time-scales longer than three days, were not detected as variable using this

criterion.

We therefore introduced an alternative variability criterion, which classified a source as variable

if the modulation index of its daily average flux densities exceeded 2σerr. This process yielded more

detections, but visual inspection again revealed that many sources that clearly exhibited variability

were undetected by either test. In particular, examination revealed that our two criteria do not

p=0.01

p=0.001

thermal noise systematic
(e.g. antenna mispointing)



The variations are dominated by 
interstellar scintillation

Hα (i.e. EM) ∝ N2
e , SM ∝ ∆Ne

2
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Fig. 7.— Upper panel: Log-log Scatter plot of D(2d) against WHAM Hα emission which

is proportional to the emission measure on a line of sight sampled on a 1 degree grid of
the Northern sky (Haffner et al. 2003). The intra-hour variable source J1819+3845 is off

scale at 0.25. The different symbols represent the three classifications of ISS timescale, as
described in the text. Center panel: Mean value of D(2d) in the indicated bins of Hα
emission including all sources except J1819+3845; vertical bar gives the standard error in

the mean. Lower panel: Fraction of sources above the threshold in each timescale class in
each bin showing that fast ISS is commonest for the lower column density of electrons and

slower ISS dominates for higher column densities. Error bars assume binomial distributions.
The same method is used in Figures 8, 10, 11 & 13.
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Fig. 7.— Upper panel: Log-log Scatter plot of D(2d) against WHAM Hα emission which

is proportional to the emission measure on a line of sight sampled on a 1 degree grid of
the Northern sky (Haffner et al. 2003). The intra-hour variable source J1819+3845 is off

scale at 0.25. The different symbols represent the three classifications of ISS timescale, as
described in the text. Center panel: Mean value of D(2d) in the indicated bins of Hα
emission including all sources except J1819+3845; vertical bar gives the standard error in

the mean. Lower panel: Fraction of sources above the threshold in each timescale class in
each bin showing that fast ISS is commonest for the lower column density of electrons and

slower ISS dominates for higher column densities. Error bars assume binomial distributions.
The same method is used in Figures 8, 10, 11 & 13.

the variability properties 
“know” about our 
Galaxy’s interstellar 

medium
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The foregoing analysis establishes that about half of the 481 compact flat spectrum radio
sources in the MASIV survey show ISS at an rms level above about 1% on timescales of 2 d or
shorter. We now consider a simple model for the compact source structure based on Appendix A.
Equation (A5) gives an approximate relation between D(2d) and parameters of the source (fc and
θsrc) and of the interstellar medium (L and V ). We proceed by assuming a basic model for the
latter parameters L = 500 pc and V = 50 km s−1 and finding constraints on the source.

Figure 13 shows D(2d) versus compact component diameter with the compact flux fraction
as a parameter. Also shown are contours of Tb/S̄Jy. The majority of sources are in the range
0.0004 < D(2d) < 0.001 maps to brightness temperatures up to 1012K to 1014K for sources of 0.1
Jy mean flux density.

5.4. Dependence of ISS on Source Redshift
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Fig. 14.— Upper panel: Redshift histograms of numbers of sources classified as variable in 2 or more
epochs and those that were never classified as variable, based on criteria of §3. Note the decrease
in incidence of ISS at high redshift. bjr: This plot should be converted to pattern-based rather than
colour-based. Lower panel: Redshift histograms of numbers of sources in the time scale classes fast,
medium, slow and those below the threshold in D(2d). Note that this plot is redundant, in that
the lower panel of Fig 17 is based on these numbers. If kept the colours should be made consistent.

We found redshifts for about half of the 481 sources in the survey from the published literature
and we have subsequently measured about another 100 redshifts (what is latest figure? add ref
to redshift paper). Figure 14 shows histograms versus redshift for the variable and non-variable
sources. There is a highly significant decrease in the prevalence ISS for redshifts above 2.

This is strongly confirmed in Figure 15 which plots D(2d) versus redshift. In particular the
middle panel shows that when binned in redshift the mean level of ISS drops steeply above redshift

IDV redshift distribution

RMS+by-eye method

structure function method



IDV timescale is also z-dependent
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Fig. 13.— Upper panel: Scatter plot of D(2d) against source redshift. The different symbols
represent the three classifications of ISS timescale, as described in the text. Center panel:

Mean value of D(2d) in redshift bins for the 271 sources (out of 443) with measured redshift
(excluding extreme IHV quasar J1819+3845). Note lower levels of ISS at high redshift.

Values below the dash-dot line are upper bounds since they may be raised slightly by low
level confusion. Lower panel: Fraction of sources in each timescale class in each bin. The
two bins above z=3 have been combined, as there are so few sources at this redshift.
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Fig. 13.— Upper panel: Scatter plot of D(2d) against source redshift. The different symbols
represent the three classifications of ISS timescale, as described in the text. Center panel:

Mean value of D(2d) in redshift bins for the 271 sources (out of 443) with measured redshift
(excluding extreme IHV quasar J1819+3845). Note lower levels of ISS at high redshift.

Values below the dash-dot line are upper bounds since they may be raised slightly by low
level confusion. Lower panel: Fraction of sources in each timescale class in each bin. The
two bins above z=3 have been combined, as there are so few sources at this redshift.

Lovell et al. 2008

A decrease in scintillation implies an increase in (micro-as) 
source sizes. 



Possible causes of a redshift 
dependence

Cosmological Effects

Angular diameter distance

A source of constant proper length diminishes in apparent angular diameter inversely pro-
portional to its distance in a Euclidian spacetime. However, spacetime in our Universe is
not Euclidian, and the apparent angular diameter of an object scales inversely proportional
to the angular diameter distance, DA, which can be calculated as

DA =
DC(z)

1 + z
, (1)

DC(z) = DH

∫ z

0

dz′
√

ΩM(1 + z)3 + ΩΛ

, (2)

where DH = c/H0 = 9.26 × 1025h−1 m is the Hubble distance and a marginally closed
universe is assumed Ωk = 0 in accordance with the cosmological concordance model. The
integral in eq. (2) cannot be performed analytically and, while numerous approximations
exist, it is easily numerically integrated. We will assume H0 = 70.0 km s−1 Mpc−1, ΩM =
0.27 and ΩΛ = 0.73 throughout. A plot of the angular diameter distance and the apparent
size of an object of fixed proper length is shown in Fig. 2.

Similarly, the flux density of a source of fixed intrinsic luminosity does not change
according to the inverse-square of the distance, but rather to the luminosity distance,
DL. The luminosity distance is obtained by multiplying the angular diameter distance by
(1 + z)2:

DL = (1 + z)2DA. (3)
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Figure 2: The scaling of angular diameter distance with redshift and, plotted on the same
scale, the apparent size (in blue) of an object of proper length 0.01 pc at this redshift.
Sources appear to become larger again beyond z ≈ 1.5.

2

Variation of angular diameter distance 
for a source of fixed proper length



Understanding source size evolution in terms of 
brightness temperatures

f1(α) =

(

α
2 + 2

3

)

4
√
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) (
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!
(

α
2 + 1

12

)

!
, (10)

f2(α) =
α/2 + 11/12

α/2 + 2/3
f1(α), (11)

(12)

where νlow,high are in MHz and α : Sν ∝ ν−α is the spectral index. The function C(α) is
tabulated for a range of α in Table 1.

Now we are only interested in the redshift dependence of this brightness temperature.
After some rearrangement, we see that the brightness temperature is proportional to [1 −

(1 + z)−1/2]2/17(1 + z)(2α−15)/17 . This behaves asymptotically as z(2α−15)/17 (see Fig. 3),
which is very close to the (1 + z)1 dependence derived from the arguments above. Thus
we conclude that, for a population of brightness temperature limited sources, the angular
size always scales as θ ∝ [Sν(1 + z)]ξ , where 0.32 < ξ < 0.44 for 0 < α < 2 if equipartition
limits the brightness and ξ = 0.6 if IC losses limit it instead.
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Figure 3: The redshift dependence of the equilibrium brightness temperature from eq. (8)
for various α. Red, green and blue denote respectively α = 0, 1/2 and 1.

5

α=0

α=1
α=0.5

If source radiates at the equilibrium 
brightness temperature (Readhead 1994):

θobs ∝ [Sν(1 + z)]0.32→0.44

θobs ∝
[
K

Sν,obs(1 + z)
D

]1/2

, K =
c2

2πν2 k TB

High Sν, but diffuse

Low Sν, but compact

TB limit argument applies as long as power input high 
enough that source is dominated by IC radiation losses 1012 K IC limit?



Explanation I: IGM scattering
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Figure 1: The redshift dependence of
scintillation observed in the MASIV
survey. The top panel compares the
redshift distributions of sources that
showed significant variability and those
that did not. The bottom panel shows
the drop-off in scintillation amplitude
with redshift, using the amplitude of the
structure function as a measure of the
variability amplitude on timescales up
to 2 days.
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Figure 2: An illustration of
how intergalactic scattering
affects the redshift distribu-
tion of the variable sources.
Intrinsically compact sources
at high redshift are subject
to more scattering by the
intergalactic medium, which
broadens their apparent sizes
to a point that they no longer
appear compact enough to ex-
hibit ISS.



Explanation II: intrinsic AGN evolution
• Model source population in terms of 

i. a luminosity distribution combined with

ii. a Doppler beaming distribution

• For (i) we use a power law radio luminosity function with lower cutoff 
Lcut that steepens at Lbreak  (after Peacock 1987, Willott et al. 1998)

• For (ii) we assume a power law distribution in Lorentz factor to derive 
p(D).

form

p(S) = f(z)D2
L















0, D2
LS < Lcut

K
D2

L
S
, Lcut < D2

LS < Lbreak,

ρ0

D2
L

S

(

D2
L

S
L!

)−α
, D2

LS > Lbreak,

(35)

where

f(z) =







exp

[

−1
2

(

z−z0

z1

)2
]

, z < z0,

1, z > z0

(36)

is the one-sided gaussian introduced in the RLF section above and the constant K = ρ0 (Lbreak/L#)−α.
Its behaviour is sketched in Figure 5. Note that p(S) is not normalised. To turn it from a luminosity
density function into a probability requires an appropriate choice of ρ0. However, the function is
not normalisable because of the divergence caused by the S−1 term for S < Lbreak/D2

L without a
low-luminosity cutoff, Lcut. (Note, however, that the divergence is only logarithmic.) Thus a choice
of

ρ0 =
α

(

Lbreak

L!

)α

1 + α ln
(

Lbreak

Lcut

) (37)

normalises the luminosity distribution (and hence the flux density distribution).
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Figure 5: The luminosity function of Model 2. The distribution cuts off to zero at L < Lcut, falls
as L−1 for Lcut < L < Lbreak and the decline sharpens to L−α for L > Lbreak.

The distribution of the product x = DSν is thus

px(x) = D2
L

∫

∞

0

dD p(D)















a3(x/D), D <
D2

L
x

Lbreak
,

a2(x/D),
D2

L
x

Lbreak
< D <

D2
L

x
Lcut

,

a1(x/D),
D2

L
x

Lcut
< D,

(38)

a1(S) = 0

a2(S) =
K

D2
LS

a3(S) =
ρ0

D2
LS

(

D2
LS

L#

)−α

. (39)
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Evolution in intrinsic AGN properties
• To make things simple we can initially assume

• all our AGN are radiating near a common temperature (e.g. the 1012K 
Inverse Compton limit)

• the ISM responsible for the IDV is located at similar distances (DISS) for 
all sources and has a comparable scattering strength (λt) in all directions

• The mean-square modulation index (i.e. intensity variance) for a group of 
sources at redshift z is

• where fc is the fraction of the entire source flux density that resides in the 
compact component of the AGN.  The choice fc=0.1 reproduces the survey 
statistics! 

• To see a strong evolution in〈M2〉we must therefore have

• strong evolution in Scut (but existing RLFs suggests this is unlikely)

• a strong evolution in fc.  A test with a 219 source VSOP AGN sample 
(Dodson et al. 2008) shows that there may be evolution in fc, but a lack 
of z>2 sources makes the result ambiguous.

〈M2〉 = 0.0018 fc (1 + z)−1
(

Scut
1 Jy

)−1 (
λt

6 cm

)−2.8 (
λ

6 cm

)1.8 (
TB

1012 K

) (
DISS
500 pc

)−1
.



VLA/EVLA test
• The IDV amplitude ν-dependence differs between the two interpretations

• Test: observe a large sample of z>2 AGN at both 4.8 and 8.6 GHz and 
measure the IDV frequency dependence (with z<2 control sample)

• EVLA’s large instantaneous frequency coverage is an enormous advantage 
in charting IDV frequency dependence between C and X bands (or higher).  
Faster EVLA can do more than 5 subarrays, thus more sources 
simultaneously!

• For IDVs in general: capable of monitoring extremely fast sources, pol’n.
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Concluding remarks

• MASIV has uncovered a redshift dependence in IDV 
properties.  Is it

• angular broadening due to turbulence in the IGM or

• intrinsic evolution in micro-arcsec AGN properties

• or both?

• There is a simple test to distinguish between the two 
mechanisms
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